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#### Abstract

Bloch waves of Bose-Einstein condensates (BEC) in optical lattices are extremum nonlinear eigenstates which satisfy the time-independent Gross-Pitaevskii equation (GPE). We describe an efficient Taylor predictor-Newton corrector continuation algorithm for tracing solution curves of parameter-dependent problems. Based on this algorithm, a novel two-stage continuation algorithm is developed for computing Bloch waves of 1D and 2D Bose-Einstein condensates (BEC) in optical lattices. We split the complex wave function into the sum of its real and imaginary parts. The original GPE becomes a couple of two nonlinear eigenvalue problems defined in the real domain with periodic boundary conditions. At the first stage we use the chemical potential $\mu$ as the continuation parameter. The Bloch wavenumber $k$ ( $k_{x}, k_{y}$ ), and the coefficient of the cubic term are treated as the second and third continuation parameters, respectively. Then we compute the Bloch bands/surfaces for the $1 \mathrm{D} / 2 \mathrm{D}$ problem with linear counterparts. At the second stage we use $\mu$ and $k / k_{x}$ or $k_{y}$ as the continuation parameters simultaneously with two constraint conditions. The states without linear counterparts in the GPE can be obtained via states with linear counterparts. Numerical results are reported for both 1D and 2D problems.
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## 1. Introduction

Superflow of Bose-Einstein condensates (BEC) [1,2] in an optical lattice is represented by a Bloch wave, which can be regarded as a plane wave modulated by the periodic potential. When the number of dilute atoms or molecules is large, the BEC system is well described by the mean-field theory, and is governed by the well-known Gross-Pitaevskii equation (GPE) [3,4]:
$\mathbf{i} \hbar \frac{\partial \Psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \Delta \Psi+V(x) \Psi+\frac{4 \pi \hbar^{2} a_{s}}{m}|\Psi|^{2} \Psi$,
where $m$ is the atomic mass, $a_{s}$ the $s$-wave scattering length, and $V(x)$ the external potential imposed on the physical system. We consider the potential as the optical lattices created either by two (1D) or four (2D) laser beams, i.e.,
$V(x)=V_{0} \cos 2 k_{L} x \quad$ or $\quad V(\mathbf{x})=V_{0}\left(\cos 2 k_{L x} x+\cos 2 k_{L y} y\right)$,
$\mathbf{x}=(x, y)$,

[^0]respectively, where $V_{0}$ is a constant which is proportional to the laser intensity, and $k_{L}$ (respectively, $k_{L x}$ and $k_{L y}$ in the $x$ - and $y$ coordinate) is the wavenumber of the laser [5]. Eq. (1.1) is also known as the nonlinear Schrödinger equation (NLS).

For simplicity we consider the dimensionless 1D GPE of the following form
$\mathbf{i} \frac{\partial \Psi}{\partial t}=-\frac{1}{2} \Delta \Psi+v \cos x \cdot \Psi+c|\Psi|^{2} \Psi$,
where all the variables are scaled to be dimensionless with the system's basic parameters: the coefficient of the periodic potential $v$ is in units of $\frac{4 \hbar^{2} k^{2}}{m}$, the wave function $\Psi$ in units of $\sqrt{n_{0}}$, where $n_{0}$ is the averaged BEC density, the time variable $t$ in units of $\frac{m}{4 \hbar^{2} k^{2}}$, the spatial variable $x$ in units of $\frac{1}{2 k}$, and the coupling constant $c=\frac{\pi n_{0} a_{s}}{k^{2}}$. Here and in what follows, we have omitted the capital subscript $L$ in the wavenumber. Substituting the formula
$\Psi(x, t)=e^{-\mathbf{i} \mu t} \psi(x)$
into (1.3), we obtain the nonlinear eigenvalue problem
$-\frac{1}{2} \Delta \psi+v \cos x \cdot \psi+c\left|\psi^{2}\right| \psi=\mu \psi$,
where $\mu$ is the chemical potential, and $\psi(x)$ is a complex stationary state wave function. The energy functional associated with (1.5) is
$E_{\mu}(\psi)=\int_{\Omega}\left[\left(-\frac{1}{2} \Delta+v \cos x\right) \psi \cdot \psi^{*}+\frac{c}{2}|\psi|^{4}-\mu|\psi|^{2}\right] d x$,
$\Omega=[0,2 \pi]$,
where $\psi^{*}$ denotes the complex conjugate of the wave function $\psi$. Any nontrivial solution of (1.5) which minimizes the energy functional (1.6) is called a nonlinear eigenstate [5] or nonlinear coherent mode [6] associated with the nonlinear eigenvalue $\mu$. Bloch waves are nonlinear eigenstates of the form
$\psi(x)=e^{\mathrm{i} k x} \phi_{k}(x)$,
where $\phi_{k}(x)$ is a complex periodic function of period $2 \pi$ and $k$ the Bloch wavenumber. Substituting (1.7) into (1.5), we obtain the following equation for each Bloch wave state $\phi_{k}$ :
$-\frac{1}{2}(\nabla+\mathbf{i} k)^{2} \phi_{k}+v \cos x \cdot \phi_{k}+c\left|\phi_{k}\right|^{2} \phi_{k}=\mu \phi_{k}$,
$\phi_{k}(x+2 \pi)=\phi_{k}(x), \quad x \in \Omega$,
with constraint
$\int\left|\phi_{k}(x)\right|^{2} d x=v_{\Omega}=2 \pi$,
where $\nu_{\Omega}$ denotes the volume of $\Omega$. In (1.8) the nonlinear eigenvalue $\mu$ can be regarded as a function of $k$, i.e., $\mu=\mu(k)$ for states with linear counterparts. The set of eigenvalues $\mu(k)$ are called Bloch bands.

During the past decade various approaches have been used to find the Bloch waves $\phi_{k}$ in 1D. At the beginning, Wu and Niu [7] used a two-mode approximation method to find the Bloch states near the edge of the Brillouin zone and discovered a loop structure in the Bloch band. Later Wu and Niu [8] used Fourier series to expand $\phi_{k}$ and found the Bloch waves by minimizing the energy functional. However, this method could not reproduce the loop structure. Diakonov et al. [9] recovered this loop structure by solving (1.8) for different values of $\mu$ and $k$, and obtained the Bloch bands $\mu(k)$ by interpolation. In [5] Wu and Niu reproduced the results of Diakonov et al. [9] with a new method. They expanded $\phi_{k}$ using a finite sum of Fourier series
$\phi_{k}(x)=\sum_{n=-N}^{N} a_{n} e^{\mathbf{i} n x}, \quad N \in \mathbf{N}$,
and substituted (1.10) into (1.8) to obtain a nonlinear system of $2 N+1$ equations in $2 N+2$ unknowns $f_{n}\left(a_{0}, a_{ \pm 1}, \ldots, a_{ \pm N}, \mu\right)=0$. The Bloch wave was obtained by minimizing
$S=\sum_{n=-N}^{N} f_{n}^{2}$
under the constraint $\sum_{n=-N}^{N}\left|a_{n}\right|^{2}=2 \pi$. All the numerical methods mentioned above are efficient to handle the 1D problem but seem to have difficulties with the 2D problem. To the best of our knowledge, the 2D problem has never been completely solved in physics literatures.

Recently, a numerical continuation algorithm, namely, AUT097 [10], has been used to investigate traveling waves in saturable nonlinear Schrödinger lattices [11]. On the other hand, Chang, Chien and Jeng [12], and Chang and Chien [13] have studied efficient continuation algorithms for nonlinear Schrödinger equations. In this paper, we present novel two-stage continuation algorithms for computing Bloch bands/surfaces of the GPE in 1D/2D. Starting with the 1D problem, we split the complex function $\phi_{k}(x)$ in (1.8) into the sum of its real part and imaginary part. Then (1.8) becomes a system of two real nonlinear eigenvalue problems. We may discretize the system by using finite differences, finite elements or
pseudo-spectral methods. In either case we obtain a nonlinear system of equations involving multiparameters. At the first stage, we use an efficient Taylor predictor-Newton corrector continuation algorithm [14] to trace the ground state solution curves. The parameters $\mu, k$, and $c$ in (1.8) are treated as the continuation parameters. For the 2D problem we have one additional continuation parameter $k_{y}$. Thus the eigenvalue $\mu$ depends on $k_{x}$ and $k_{y}$, and the Bloch bands will be replaced by the Bloch surfaces. For the 1D problem the constraint (1.9) is regarded as a target point on the ground state solution curve for each curve-tracking. We stop the curve-tracking whenever the target point is reached. Then we obtain nonlinear eigenstates of (1.8) with linear counterparts. However, there are nonlinear Bloch waves which do not have their linear counterparts [5,15-17]. This is the case where a loop structure can occur for $c>\nu$.

At the second stage we compute the closed loops in the Bloch bands where the effect of nonlinearity is increasing. We treat $\mu$ and $k$ as the continuation parameters simultaneously. Starting with the first bifurcation point on the trivial solution curve of (1.8) for $k= \pm 0.5$, and say, $c=0.2$, we follow the solution curve using the first stage continuation algorithm until the target point is reached. The target points located at the cusp points of the band consist of two nonlinear eigenstates with and without linear counterparts. We then switch from the first stage to the second stage continuation algorithm, and implement the second order Taylor predictor on the parameter $k$. Next we perform the Newton corrector to compute ( $\phi_{k}, \mu, k$ ) where (1.9) is used as the second constraint for the augmented linear system in addition to the unit tangent vector used in the first stage. We proceed in this way until the closed loop is obtained. Thus the eigenstate without linear counterpart can be obtained indirectly from the Schrödinger eigenvalue problem (SEP) by passing through the state with linear counterpart. The two-stage continuation algorithm for the 1D problem can be modified to compute the Bloch surfaces of the 2D problem.

This paper is organized as follows. In Section 2 we briefly review the relationship among eigenvalues, energy levels and bifurcations of the GPE. In particular, we show how an eigenpair of the linear eigenvalue problem associated with the GPE can be used as an initial guess for computing its nonlinear counterpart using continuation methods. In Section 3 we derive the nonlinear eigenstate without linear counterpart for the 1D problem (1.8) with constraint (1.9) at $k=\frac{1}{2}$, where the closed loop of the Bloch band occurs. In Section 4 we describe two-stage continuation algorithms for computing the lowest Bloch bands and surfaces in 1D and 2D, respectively. Our numerical results for the 1D and 2D problems are reported in Section 5. Finally, some concluding remarks are given in Section 6.

## 2. Nonlinear eigenstates with linear counterparts

For completeness we briefly discuss how the eigenpairs of the Schrödinger eigenvalue problem or the linear Schrödinger equation may be exploited to compute their nonlinear counterparts of the NLS. In $[12,13]$ we used continuation methods to study the ground state and excited-state solutions of the following NLS:
$\mathbf{i} \frac{\partial}{\partial t} \Psi(\mathbf{x}, t)=-\frac{1}{2} \Delta \Psi+V(\mathbf{x}) \Psi+c|\Psi|^{2} \Psi, \quad t>0$,
$\mathbf{x}=(x, y) \in \Omega$,
where $\Psi=\Psi(\mathbf{x}, t)$ is the macroscopic wave function of the BEC, $V(\mathbf{x})=\frac{1}{2}\left(\gamma_{x}^{2} x^{2}+\gamma_{y}^{2} y^{2}\right)$ the magnetic trapping potential with $\gamma_{x}$ and $\gamma_{y}$ the trap frequencies in $x$ - and $y$-direction, the constant $c$ can be positive or negative, and $\Omega \subset \mathbf{R}^{2}$ a bounded domain with piecewise smooth boundary $\partial \Omega$. Eq. (2.1) can be easily generalized to $M$-component NLS, $M \geqslant 2$.

An important invariant of the NLS is the mass conservation constraint, or the normalization of the wave function
$\int_{\Omega}|\Psi(\mathbf{x}, t)|^{2} d \mathbf{x}=1, \quad t \geqslant 0$,
which means that the total probability of finding the particle anywhere in $\Omega$ must be 1 .

Substituting the formula
$\Psi(\mathbf{x}, t)=e^{-\mathbf{i} \mu t} u(\mathbf{x})$
into (2.1), we obtain the stationary state nonlinear eigenvalue problem
$F(u, \mu)=-\frac{1}{2} \Delta u-\mu u+V(\mathbf{x}) u+c u^{3}=0 \quad$ in $\Omega$,
where $\mu$ is the chemical potential which is proportional to the total energy of the system, and $u(\mathbf{x})$ a real function independent of $t$. To compute an energy level of (2.4) using numerical continuation methods, we have to trace the corresponding solution curve branching from a bifurcation point on the trivial solution curve $\{(u, \mu)=(0, \mu) \mid \mu \in \mathbf{R}\}$. Here the chemical potential $\mu$ is treated as the continuation parameter $[12,13]$. We stop the curve-tracking whenever the mass conservation constraint for the stationary state wave function
$\int_{\Omega}|u(\mathbf{x})|^{2} d x=\|u\|_{2}=1$
is satisfied for some wave function $\tilde{u}$ and chemical value $\tilde{\lambda}$. We denote $(\tilde{u}, \tilde{\lambda})$ as a target point in the curve-tracking. Note that the parameter of a bifurcation point of the GPE (NLS) is just an eigenvalue of the associated Schrödinger eigenvalue problem (SEP)
$-\frac{1}{2} \Delta u+V(\mathbf{x}) u=\mu u \quad$ in $\Omega$,
We may detect bifurcation points along the trivial solution curve of (2.4) by monitoring the singularity of the Jacobian matrix DF. However, the computational cost can be very expensive if the order of $D F$ is large. To reduce the computational cost we may compute the first few eigenpairs of (2.4) using the Jacobi-Davidson method or some well-known codes. The procedure discussed above shows that continuation can compute states of the NLS with linear counterparts. In particular, it can be applied to compute Bloch waves of (1.8).

Recently, we have compared the performance of a variant of the simplified two-grid continuation algorithm [13] with the imaginary time evolution method (ITEM), and some variants of the ITEM, such as AITEM and AITEM (A.N.) [18]. We refer to [19] for the details.

## 3. An eigenstate without linear counterpart

We now present an analytical Bloch wave solution of the GPE, which has no linear counterpart. This example illustrates the difficulty to find Bloch waves for the GPE. We rewrite the timeindependent 1D GPE (1.5) as
$-\frac{1}{2} \frac{d^{2} \psi}{d x^{2}}+c|\psi|^{2} \psi+v \cos x \cdot \psi=\mu \psi, \quad x \in \Omega=[0,2 \pi]$,
with constraint
$\int_{\Omega}|\psi(x)|^{2} d x=2 \pi$.

In [5] Wu and Niu used $\psi(x)=e^{\mathbf{i} k x} \phi_{k}(x)=a e^{\mathbf{i} k x}+b e^{-\mathbf{i} k x}, a, b \in \mathbf{R}$, to derive the eigenstate of (3.1) without linear counterpart. To be precise, let
$\psi(x)=e^{\mathbf{i} k x} \phi_{k}(x)=a e^{\mathbf{i} k x}+b e^{-\mathbf{i} k x}, \quad a, b \in \mathbf{R}$.
We have
$\psi_{x}=k \mathbf{i}\left(a e^{\mathbf{i} k x}-b e^{-\mathbf{i} k x}\right), \quad \psi_{x x}=-k^{2} \psi$,
and
$|\psi|^{2}=\left(a^{2}+b^{2}\right)+2 a b\left(\cos ^{2} k x-\sin ^{2} k x\right)$.
Substituting (3.4a) and (3.4b) into (3.1), we obtain

$$
\begin{align*}
& \frac{1}{2} k^{2} \psi+c\left[\left(a^{2}+b^{2}\right)+2 a b\left(\cos ^{2} k x-\sin ^{2} k x\right)\right] \psi+v \cos x \cdot \psi \\
& \quad=\left[\frac{1}{2} k^{2}+c\left(a^{2}+b^{2}\right)+2 a b c \cos (2 k x)+v \cos x\right] \psi \\
& \quad=\mu(k) \psi \tag{3.5}
\end{align*}
$$

where $\mu(k)=\frac{k^{2}}{2}+c\left(a^{2}+b^{2}\right)+2 a b c \cos (2 k x)+v \cos x$. For $k=\frac{1}{2}$, we have
$\mu\left(\frac{1}{2}\right)=\frac{1}{8}+c\left(a^{2}+b^{2}\right)+(v+2 a b c) \cos x$.
Let $v=-2 a b c$. Then
$2 a b=-\frac{v}{c}$.
From the mass conservation constraint, for $k=\frac{1}{2}$ we have

$$
\begin{align*}
\int_{\Omega}|\psi(x)|^{2} d x & =\int_{0}^{2 \pi}\left[\left(a^{2}+b^{2}\right)+2 a b \cos (2 k x)\right] d x \\
& =2 \pi\left(a^{2}+b^{2}\right) \tag{3.7}
\end{align*}
$$

If we choose
$a^{2}+b^{2}=1$
in (3.7), then we obtain the constraint (3.2), and hence Eq. (3.4) in [5]. To be precise, we add (3.6) and (3.8) together, and obtain
$(a+b)^{2}=1-\frac{v}{c}$,
or
$a+b= \pm \sqrt{1-\frac{v}{c}}= \pm \frac{\sqrt{c-v}}{\sqrt{c}}$.
Subtracting (3.8) from (3.6), we have
$(a-b)^{2}=1+\frac{v}{c}$,
or
$a-b= \pm \sqrt{1+\frac{v}{c}}= \pm \frac{\sqrt{c+v}}{\sqrt{c}}$.
So we obtain two solutions for $a$ and $b$ as follows:

$$
\begin{array}{ll}
a=\frac{\sqrt{c-v}+\sqrt{c+v}}{2 \sqrt{c}}, & b=\frac{\sqrt{c-v}-\sqrt{c+v}}{2 \sqrt{c}} \\
a=\frac{\sqrt{c-v}-\sqrt{c+v}}{2 \sqrt{c}}, & b=\frac{\sqrt{c-v}+\sqrt{c+v}}{2 \sqrt{c}} \tag{3.9b}
\end{array}
$$

and
$\mu\left(\frac{1}{2}\right)=\frac{1}{8}+c$.
Substituting (3.9a) and $k=\frac{1}{2}$ into (3.3), we obtain the nonlinear eigenstate of (1.8), which is the same as Eq. (3.4) in [5]. This Bloch wave solution has no linear counterpart since $a$ and $b$ diverges when $c$ becomes zero.

## 4. Two-stage continuation algorithms

In this section, we describe two-stage continuation algorithms for computing Bloch bands/surfaces of the 1D/2D problem. The first stage continuation algorithm computes the eigenstates of (1.8) with linear counterparts while the second stage deals with eigenstates without linear counterparts. In the first stage we use the chemical potential $\mu$ as the continuation parameter, and the unit tangent vector as the constraint condition. The second stage continuation algorithm is a straightforward extension of the first stage with one additional continuation parameter, namely, the wavenumber $k$, and one additional constraint condition, namely, (1.9). The algorithm for the 2 D problem is a slight modification of that for the 1D problem, and will be discussed independently.

## 4.1. $1 D$ problem

Let $\phi_{k}(x)=p(x)+\mathbf{i} q(x)$ in (1.8), where $p(x)$ and $q(x)$ are two real functions. The real part and imaginary part of (1.8) can be expressed as
$-\frac{1}{2} p_{x x}+k q_{x}+\frac{k^{2}}{2} p+v \cos x \cdot p+c\left(p^{2}+q^{2}\right) p=\mu p$,
$-\frac{1}{2} q_{x x}-k p_{x}+\frac{k^{2}}{2} q+v \cos x \cdot q+c\left(p^{2}+q^{2}\right) q=\mu q$,
in $\Omega=(0,2 \pi)$,
$p(x)=p(x+2 \pi), \quad q(x)=q(x+2 \pi), \quad x \in \Omega$.
We discretize (4.1) using the centered difference approximations with uniform meshsize $h=\frac{2 \pi}{N}$. For simplicity we use $P$ and $Q$ to denote the discrete grid functions $p(x)$ and $q(x)$ on $\Omega$. The centered difference analogue of (4.1) is
$F(P, Q, \mu, k)=\left[\begin{array}{l}F_{1}(P, Q, \mu, k) \\ F_{2}(P, Q, \mu, k)\end{array}\right]=0$,
where

$$
\begin{align*}
& F_{1}(P, Q, \mu, k)=A P+k B Q-\mu P \\
& \quad+\left(\frac{k^{2}}{2} I+v \cos x I+c(P \circ P+Q \circ Q)\right) \circ P=0 \\
& F_{2}(P, Q, \mu, k)=-k B P+A Q-\mu Q \\
& \quad+\left(\frac{k^{2}}{2} I+v \cos x I+c(P \circ P+Q \circ Q)\right) \circ Q=0 \tag{4.3}
\end{align*}
$$

where " $\circ$ " denotes the Hadamard product,
$A=\frac{1}{2 h^{2}}\left[\begin{array}{ccccc}2 & -1 & & & -1 \\ -1 & 2 & \ddots & & \\ & \ddots & \ddots & \ddots & \\ & & \ddots & \ddots & -1 \\ -1 & & & -1 & 2\end{array}\right] \in \mathbf{R}^{N \times N}$,
$B=\frac{1}{2 h}\left[\begin{array}{ccccc}0 & 1 & & & -1 \\ -1 & 0 & \ddots & & \\ & \ddots & \ddots & \ddots & \\ & & \ddots & \ddots & 1 \\ 1 & & & -1 & 0\end{array}\right] \in \mathbf{R}^{N \times N}$
and the identity matrix $I \in \mathbf{R}^{N \times N}$. Note that $B$ is skew-symmetric, i.e., $B^{T}=-B$. Let $W=[P, Q]^{T}$. In the first stage continuation algorithm, for any wavenumber $k \in[-1,1]$, there is one and only one chemical potential $\mu$ associated with $k$. That is, we have $\mu=\mu(k)$ for $k \in[-1,1]$. Thus in this stage we can fix $k$ and only treat $\mu$ as the continuation parameter. The corresponding Jacobian matrix $D F=\left[D_{W} F, D_{\mu} F\right]$ is
$D F=\left[\begin{array}{ccc}A-\left(\mu-\frac{k^{2}}{2}-v \cos x\right) I \\ +c \operatorname{diag}\left(\left(3 P^{\circ} \circ P+Q \circ Q\right)\right) & k B+2 c \operatorname{diag}(P \circ Q) & -P \\ -k B+2 c \operatorname{diag}(P \circ Q) & A-\left(\mu-\frac{k^{2}}{2}-v \cos x\right) I & -Q\end{array}\right]$.

Note that $D_{W} F$ is the linearization of the mapping $F$ at the equilibrium $W_{0}=[0,0]^{T}$, i.e.,
$D_{W} F\left(W_{0}, \mu\right)=K-\mu\left[\begin{array}{cc}I & 0 \\ 0 & I\end{array}\right]$,
where
$K=\left[\begin{array}{cc}A+\left(\frac{k^{2}}{2}+v \cos x\right) I & k B \\ -k B & A+\left(\frac{k^{2}}{2}+v \cos x\right) I\end{array}\right]$.
Since $A$ is symmetric and $B$ is skew-symmetric, $K$ is a symmetric matrix. We have the following result. The proof can be found in [13] and is omitted here.

Theorem 4.1. All the eigenvalues of the matrix $K$ are real and at least double.

### 4.2. Taylor predictor and Newton corrector

The nonlinear system (4.2) can be simplified as

$$
\begin{equation*}
F(y)=0 \tag{4.7}
\end{equation*}
$$

where in the first stage continuation algorithm $F: \mathbf{R}^{2 N+1} \rightarrow \mathbf{R}^{2 N}$ is a sufficiently smooth mapping with $y=(P, Q, \mu)$. In the second stage continuation algorithm we will treat both $\mu$ and $k$ as the continuation parameters simultaneously. Therefore the smooth mapping should be defined as $F: \mathbf{R}^{2 N+2} \rightarrow \mathbf{R}^{2 N}$ with $y=(P, Q, \mu, k)$. For convenience we consider the first stage continuation algorithm at this moment. Let $y^{(k)}$ be an approximating point on some solution curve $\Gamma$ of (4.7). We choose a parameterizing equation
$N_{k}(y, \tau)=0$,
where $N_{k}: \mathbf{R}^{2 N+1} \times \mathbf{R} \rightarrow \mathbf{R}^{2 N+1}$ is a sufficiently smooth mapping such that the inflated nonlinear system.
$T_{k}(y, \tau):=\left[\begin{array}{c}F(y) \\ N_{k}(y, \tau)\end{array}\right]=0$,
$T_{k}: \mathbf{R}^{2 N+1} \times \mathbf{R} \rightarrow \mathbf{R}^{2 N+1}$,
is locally uniquely solvable in a neighborhood of $(y, \tau)=\left(y^{(k)}, 0\right)$. Here $\tau$ denotes the local parameter defined in (4.8). If $|\tau|$ is sufficiently small, the solution function $y^{(k)}(\tau)$ of (4.9) defines a local parametrization of the solution curve $\Gamma$.

The Taylor expansion of $y^{(k)}(\tau)$ is
$y^{(k)}(\tau)=y^{(k)}(0)+\tau \dot{y}^{(k)}(0)+\frac{\tau^{2}}{2} \ddot{y}^{(k)}(0)+\frac{\tau^{3}}{6} \dddot{y}^{(k)}(0)+O\left(\tau^{4}\right)$.
Schwetlick and Cleve [14] proposed the second/third Taylor predictor for curve-tracking, where the directional derivatives containing $\ddot{F}$ and $\dddot{F}$ could be efficiently approximated by a few function evaluations. The numerical results in [14] show that the Taylor predictors can reduce the computational cost. More precisely, the number of calculated approximating points and the number of evaluations and factorizations of Jacobian matrices are less than the general predictor-corrector methods known from literature.

To find the Bloch waves of (1.8) with linear counterparts, we will implement the second order Taylor predictor-Newton corrector in the context of the simplified two-grid continuation algorithm for computing the ground state solutions $\left\{\left(\phi_{k}, \mu\right)\right\}$ of (4.1). Here the chemical potential $\mu$ is treated as the continuation parameter $[12,13]$. The other two parameters $c$ and $k \in[-1,1]$ are keep fixed for each curve-tracking.

Note that the Bloch waves are symmetric with respect to $k=0$. To save unnecessary computations we may consider $k \in[0,0.5]$. To be consistent with the data used in [5], we choose the coefficient of the periodic potential $v=0.1$. The constraint (1.9) is regarded as a target point on each nontrivial solution curve. Whenever the target point is reached, we also obtain the energy level $\mu$. To start with, we set $c=k=0$ and trace the ground state solution of (4.1) until the target point is reached. Here we treat $k$ as the second continuation parameter with step-size $s_{1}=0.05$. Next, we trace the ground state solution of (4.1) with $c=0$ and $k=0.05$. We proceed in this way until the ground state solution of (4.1) with $c=0$ and $k=0.5$ is traced. Then we obtain the first Bloch wave for the linear problem with $c=0$. Now we treat the third continuation parameter $c=0.05$, and trace the ground state solution of (4.1) with $k=0$. We repeat the same process as above until the ground state solution associated with $c=0.05$ and $k=0.5$ is obtained. We continue this procedure until the ground state solution of (4.1) with $c=0.2$ and $k=0.5$ is traced.

Suppose that $\left(W^{(j)}, \mu^{(j)}\right)=\left(P^{(j)}, Q^{(j)}, \mu^{(j)}\right)$ is an accepted approximating point on the solution curve in the $j$ th continuation step. Then we use the second order Taylor predictor to predict a new point $\left(W^{(j+1,1)}, \mu^{(j+1,1)}\right)$, which will be used as an initial guess for the Newton corrector. We perform the Newton corrector until it converges to the desired approximating point $\left(W^{(j+1)}, \mu^{(j+1)}\right)$.

Algorithm 4.2. The first stage continuation for the Bloch bands with linear counterparts.

Input:
$\mu:=$ the chemical potential which is used as the first continuation parameter.
$k:=$ the second continuation parameter, $k \in[0,0.5]$ with stepsize $s_{1}=0.05$.
$c:=$ the third continuation parameter, $c \in[0,0.2]$ with stepsize $s_{2}=0.05$.
$\varepsilon:=$ accuracy tolerance for the Newton corrector on the coarse grid and fine grid.
Initialization: $c=k=0$.
Step 1. Use a modification of the simplified two-grid scheme [13] to compute the ground state solution of (4.1) with constraint (1.9), and obtain the energy level $\mu(k)$ for $c$.
(a) Outer continuation. Use the Taylor predictor-Newton corrector continuation algorithm to compute approximating points on the coarse grid until the target point is reached where $\|F\|<\varepsilon$.
(b) Compute the target point on the fine grid.
(i) Predictor: Use the target point obtained in (a) as the predicted point.
(ii) Make a correction on the fine grid by solving the linear approximation of $F(W, \mu)=0$.
(iii) Use the corrected point as an initial guess, and perform the Newton corrector until the target point on the fine grid is reached.
Step 2. Set $k=k+s_{1}$.
If $k \leqslant 0.5$, go to Step 1 .
Else if $k>0.5$, set $k=0$, and $c=c+s_{2}$.
If $c<0.2$, go to Step 1 .
Else if $c=0.2$, stop.
End if
End if
As we may see from Fig. 1 in [5], there exist two eigenstates at the cusp points of the Bloch wave where $c=0.2$ and $k= \pm 0.5$. One of them has linear counterpart, and the other does not have linear counterpart. At the second stage of the continuation algorithm, we will show how the eigenstate without linear counterpart may be obtained using the information of the SEP. To start with, we choose $c=0.2$ and $k=0.5$. Then we use the first stage continuation algorithm to trace the solution curve of (4.1) branching from the first bifurcation $\left(p, q, \mu^{*}\right)=\left(0,0, \mu^{*}\right)$, where $\mu^{*}$ is the minimum eigenvalue of the linear eigenvalue problem associated with (4.1). We stop the curve-tracking whenever the target point is reached. Note that at the target point both eigenstates with/without linear counterparts have the same values in the domain $\Omega$. Denote the target point by $Z^{(0)}=\left(W, \mu^{*}, 0.5\right)$, where $W=(P, Q)$. Now we wish to compute the closed loops in some neighborhoods of $k= \pm 0.5$. Note that for any wavenumber $k$ in these neighborhoods, the corresponding chemical potential is not unique. Therefore the parameters $\mu$ and $k$ must be treated as the continuation parameters simultaneously, where the corresponding nonlinear mapping is given by $F: \mathbf{R}^{2 N+2} \rightarrow \mathbf{R}^{2 N}$. In addition to using the unit tangent vector as the first constraint condition, we also need to use the mass conservation constraint (1.9) as the second constraint condition. We express the discrete analogue of (1.9) as
$F_{3}(P, Q, \mu, k)=-\frac{1}{2}\left(P^{T} \cdot P+Q^{T} \cdot Q\right)+\frac{\pi}{h}=0$,
and perform the Taylor predictor with $k$ as the continuation parameter and with stepsize $\tau$. The Fréchet derivative of $F$ is denoted by $D F=\left[D_{(W, \mu)} F, D_{k} F\right] \in \mathbf{R}^{2 N \times(2 N+2)}$, where the principal $2 N \times 2 N$ submatrix is just $D_{W} F$ in (4.4). Note that $D_{k} F=$ $[B Q+k P,-B P+k Q]^{T}$. Now we add the unit tangent vector
$\mathbf{v}:=\frac{[\dot{W}, \dot{\mu}, 0]}{\|[\dot{W}, \dot{\mu}, 0]\|}$
obtained in the previous continuation step, and $D F_{3}=[-P-Q$ 00 ] as the last two rows for $D F$, and obtain the augmented Jacobian matrix
$H=\left[\begin{array}{c}D F \\ D F_{3} \\ \mathbf{v}^{T}\end{array}\right] \in \mathbf{R}^{(2 N+2) \times(2 N+2)}$.
Subsequently we perform the Newton corrector
$H\left[\begin{array}{c}\delta W \\ \delta \mu \\ \delta k\end{array}\right]=\left[\begin{array}{c}-F\left(S^{(1)}\right) \\ -F_{3}\left(S^{(1)}\right) \\ 0\end{array}\right]$,
where the predicted point $S^{(1)}$ is used as an initial guess and the unknown vector $[\delta W, \delta \mu, \delta k]^{T}$ denotes the increment on each
component. If the Newton iterates converge to an approximate solution $Z^{(1)}$ of $F$, then we go to the next continuation step and perform the second order Taylor predictor as above. Note that the value of $k$ will be changed in the corrector. We repeat the process mentioned above until the closed loop is obtained.

Algorithm 4.3. The second stage continuation for the closed loops.
Input:
$\tau:=$ step size in the second order Taylor predictor.
$c:=0.2, \quad v:=0.1, \quad k:=0.5$.
Step 1. Use Algorithm 4.2 to compute the ground state solution $Z^{(0)}=\left(W, \mu^{*}, 0.5\right)$ of (4.1).
Step 2. (i) Treat both $\mu$ and $k$ as the continuation parameter simultaneously.
(ii) Use the second order Taylor predictor to obtain the predicted point $S^{(1)}$.
(iii) Newton corrector. Solve (4.12) until convergence, and obtain the approximate solution $Z^{(1)}$.
Step 3. If the closed loop is not obtained, then set $Z^{(0)}:=Z^{(1)}$ and go to Step 1.
Else
stop.
End if

### 4.3. 2 D problem

We consider the 2D nonlinear eigenvalue problem in a periodic potential
$-\frac{1}{2} \Delta \psi(\mathbf{x})+v[\cos x+\cos y] \psi(\mathbf{x})+c|\psi(\mathbf{x})|^{2} \psi(\mathbf{x})=\mu \psi(\mathbf{x})$,
$\Omega=(0,2 \pi)^{2}, \quad c \in[0,0.3]$,
$\psi(x, y)=\psi(x+2 \pi, y)=\psi(x, y+2 \pi)$,
$\mathbf{x}=(x, y) \in \Omega$,
with constraint
$\int_{\Omega}|\psi(\mathbf{x})|^{2} d \mathbf{x}=v_{\Omega}=4 \pi^{2}$.
Eq. (4.13) has the following Bloch wave solutions
$\psi(\mathbf{x})=e^{i \mathbf{i k} \cdot \mathbf{x}} \phi_{\mathbf{k}}(\mathbf{x})$,
where $\phi_{\mathbf{k}}(x, y)$ satisfies
$\phi_{\mathbf{k}}(x, y)=\phi_{\mathbf{k}}(x+2 \pi, y)=\phi_{\mathbf{k}}(x, y+2 \pi)$
and $\mathbf{k}=\left(k_{x}, k_{y}\right)$ is the Bloch wave vector with $k_{x}, k_{y} \in\left[-\frac{1}{2}, \frac{1}{2}\right]$. Similar to the derivation of (1.8), we have

$$
\begin{align*}
& -\frac{1}{2}(\nabla+\mathbf{i k})^{2} \phi_{\mathbf{k}}(\mathbf{x})+v[\cos x+\cos y] \phi_{\mathbf{k}}(\mathbf{x})+c\left|\phi_{\mathbf{k}}(\mathbf{x})\right|^{2} \phi_{\mathbf{k}}(\mathbf{x}) \\
& \quad=\mu \phi_{\mathbf{k}}(\mathbf{x}), \quad \mathbf{x} \in \Omega \tag{4.17}
\end{align*}
$$

where $\phi_{\mathbf{k}}(\mathbf{x})$ is a complex function. Similar to the discussions in Section 4.1, let
$\phi_{\mathbf{k}}(\mathbf{x})=p(\mathbf{x})+\mathbf{i} q(\mathbf{x})$,
where $p(\mathbf{x})$ and $q(\mathbf{x})$ are two real functions. The real part and imaginary part of (4.17) can be expressed as

$$
\begin{align*}
& -\frac{1}{2} \Delta p+\left(k_{x} \cdot q_{x}+k_{y} \cdot q_{y}\right)+\frac{1}{2}\left(k_{x}^{2}+k_{y}^{2}\right) p+v(\cos x+\cos y) p \\
& \quad+c\left(p^{2}+q^{2}\right) p=\mu p \\
& - \\
& \quad \frac{1}{2} \Delta q-\left(k_{x} \cdot p_{x}+k_{y} \cdot p_{y}\right)+\frac{1}{2}\left(k_{x}^{2}+k_{y}^{2}\right) q+v(\cos x+\cos y) q \\
& \quad+c\left(p^{2}+q^{2}\right) q=\mu q, \quad \text { in } \Omega \\
& p(x, y)=p(x+2 \pi, y)=p(x, y+2 \pi),  \tag{4.19}\\
& q(x, y)=q(x+2 \pi, y)=q(x, y+2 \pi), \quad(x, y) \in \Omega .
\end{align*}
$$

As we may see from (4.19) that the eigenvalue $\mu$ depends on the wavenumbers $k_{x}$ and $k_{y}$. That is, $\mu=\mu\left(k_{x}, k_{y}\right)$ is a function of two variables. Thus the Bloch bands for the 1D problem will be replaced by the Bloch surfaces for the 2D problem. Now Algorithm 4.2 can be modified to compute the Bloch surfaces for the 2D problem with linear counterparts except that we have four continuation parameters $\mu, k_{x}, k_{y}, c$, where $k_{x}, k_{y} \in[-0.5,0.5]$. To compute the two closed loops for the Bloch surface at $k_{x}=k_{y}=$ 0.5 , we rewrite the discrete formulation of the first two equations in (4.19) as
$\hat{F}_{1}\left(P, Q, \mu, k_{x}, k_{y}\right)=0, \quad \hat{F}_{2}\left(P, Q, \mu, k_{x}, k_{y}\right)=0$.
Note that compared to (4.2) we have one additional parameter. However, the constraint conditions for the 2D and 1D problems are the same. The difficulty can be easily overcome by fixing one of the wavenumber, say at $k_{y}=0.5$, and treating $\mu$ and $k_{x}$ as the continuation parameters simultaneously. Thus (4.20) can be solved using analogous algorithms for the 1D problem. Similarly we may obtain another closed loop by fixing $k_{x}=0.5$ and treating $\mu$ and $k_{y}$ as the continuation parameters simultaneously. The closed loops at the other three corners of the Bloch surface with $c=0.3$ can be obtained in a similar way. To compute eigenstates without linear counterparts at one of the four edges of the Bloch vectors, say $k_{y}=0.5, k_{x} \in[-0.5,0.5]$, we treat $k_{x}$ as the continuation parameter. Then Algorithm 4.3 can be modified to compute closed loops at the edge $k_{y}=0.5$. Closed loops at the other edges could be obtained in a similar way.

## 5. Numerical results

Algorithms 4.2 and 4.3 were implemented to compute the Bloch bands and Bloch surfaces of the GPE in 1D and 2D. The accuracy tolerance for the Newton corrector is $10^{-8}$. All computations were executed on a Pentium 4 PC using Matlab language.

Example 1 (1D problem). We discretized (4.1) using the centered difference approximation with uniform meshsize $h=0.01$ in $\Omega=$ $(0,2 \pi)$. Algorithm 4.2 was implemented to compute the eigenstates of (1.8) with linear counterparts, and obtained the Bloch bands without closed loops. Next, we applied Algorithm 4.3 to compute the closed loops at $k= \pm 0.5$. Fig. 1 shows the lowest Bloch bands of (1.8). The result is exactly the same as Fig. 1 in [5]. Fig. 2 displays the contours of the real part and imaginary part of $\phi_{k}$ at the target point with $v=0.1, c=0.2, k=0.5$ and $\mu \approx 0.3249981$. Fig. 3 shows the Bloch wave of (4.1) near the closed loop at $k=0.5$. The lower curve and the upper one are obtained by the first stage and the second stage continuation, respectively.

Example 2 (2D problem). We discretized (4.19) using the centered difference approximations with uniform meshsize $h=\frac{2 \pi}{48}$. First we applied the modification of Algorithm 4.2 to compute the eigenstates of (4.19) with linear counterparts. Then we exploited the modification of Algorithm 4.3 to compute the closed loops at the four corners $\left(k_{x}, k_{y}\right)=( \pm 0.5, \pm 0.5)$ and the four


Fig. 1. Lowest Bloch bands at $v=0.1$ for $c=0.0,0.05,0.1$ and 0.2 .


Fig. 2. The curves of the real and imaginary parts of $\phi$ at the target point with $v=0.1, c=0.2, k=0.5$ and $\mu \approx 0.3249981$.


Fig. 3. The Bloch wave of (4.1) represented by the 3D contour near the closed loop where $v=0.1$ and $c=0.2$. The lower curve and upper curve are obtained by the first stage and second stage continuation, respectively.


Fig. 4. The Bloch surfaces with $v=0.2$.
edges $k_{x}= \pm 0.5, k_{y}= \pm 0.5$. That is, we computed the eigenstates of (4.19) without linear counterparts. Fig. 4 shows that the Bloch surfaces are getting sharper at the four corners ( $k_{x}, k_{y}$ ) = ( $\pm 0.5, \pm 0.5$ ) as $c$ increases from 0 to 0.3 . Moreover, the four edges of the Bloch vector $\mathbf{k}$ are surrounded by closed tubes. In particular, at the four corners $\left(k_{x}, k_{y}\right)=( \pm 0.5, \pm 0.5)$ there are two closed loops. Fig. 5 displays the contours of the real part and imaginary part of $\phi_{\mathbf{k}}$, and $\left|\phi_{\mathbf{k}}\right|^{2}$ with linear counterparts at the target points with $v=0.2, \mathbf{k}=\left(k_{x}, k_{y}\right)=(0,0.5)$ where $c=0$ and 0.3 . Fig. 6 shows the contours of the real part and imaginary part of $\phi_{\mathbf{k}}$ and $\left|\phi_{\mathbf{k}}\right|^{2}$ with linear counterparts at the target points with $\nu=0.2, \mathbf{k}=(0.5,0.5)$, and $c=0, \mu \approx 0.0326021$ (left), and $c=0.3, \mu \approx 0.5412584$ (right). Fig. 7 shows the contours of the real part and imaginary part of $\phi_{\mathbf{k}}$ and $\left|\phi_{\mathbf{k}}\right|^{2}$ without linear counterparts at the target points with $v=0.2, \mathbf{k}=(0.5,0.5)$, and $c=0, \mu \approx 0.0326021$ (left), and $c=0.3, \mu \approx 0.5412584$ (right).

## 6. Conclusions

We have proposed two-stage Taylor predictor-Newton corrector continuation algorithms for computing Bloch bands and Bloch surfaces of 1D and 2D BEC in optical lattices. At the first stage continuation algorithm the eigenpairs of the linear Schrödinger equation have been used as initial guesses for computing their linear counterparts. At the second stage continuation algorithm both Algorithms 4.2 and 4.3 have been implemented to compute eigenstates without linear counterparts. In other words, we also need the information of the SEP and the eigenstates of the GPE with linear counterparts to compute eigenstates without linear counterparts.
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