Stability of Bose-Einstein condensates in two-dimensional optical lattices
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Both Landau instability and dynamical instability of Bose-Einstein condensates in moving two-dimensional optical lattices are investigated numerically and analytically. Phase diagrams for both instabilities are obtained numerically for different system parameters. These phase diagrams show that the Landau instability does not depend on direction for weak lattices while the dynamical instability is direction dependent. These features are explained analytically.
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I. INTRODUCTION

Bose-Einstein condensates (BECs) in optical lattices have been attracting much attention for their rich physics and the possibility of precise and flexible control of system parameters [1,2]. Extensive work, both experimental and theoretical, has been done on such systems from various perspectives. They include fundamental quantum phenomena such as superfluidity [3–7], quantum phase transition [8–10], and quantum vortex formation [11]; effects long predicted but not clearly observed in solid-state systems, for example, Bloch oscillations [12,13] and Landau-Zener tunneling [14–16]; and nonlinear effects such as various kinds of instabilities [4,17–22] and gap solitons [23,24].

In this article we focus on the superfluidity and instabilities of BECs in optical lattices. They are the basic properties of superfluids and therefore of fundamental interest. In free space, there exists the Landau criterion for superfluids; that is, there is a critical speed above which any small disturbances lead to a drop in energy and thus the breakdown of superfluidity [25]. A similar question can be asked for a BEC in a moving optical lattice: What is the critical speed of the lattice above which the system loses its superfluidity [26]? Such a breakdown of superflow is called Landau instability or energetic instability [27]. Interestingly, another type of instability, dynamical instability, exists in the preceding periodic system. This instability can be viewed as a new way of loss of superfluidity. As demonstrated in experiment [21], the dynamical instability has a much shorter time scale and manifests itself in the form of fragmentation of the BEC.

So far, most of theoretical work concerns only BECs in one-dimensional (1D) optical lattices [28–35]. Studies in two- or three-dimensional optical lattices are scarce. In the present article we study both Landau and dynamical instabilities of BECs in two-dimensional (2D) optical lattices, both numerically and analytically. We obtain the stability phase diagrams numerically. We find that the Landau instability is independent of directions for weak optical lattices while the dynamical instability is direction dependent. We manage to explain all the salient features in our numerical results with analytical results.

The article is organized as follows. In Sec. II, we briefly introduce our theoretical model and the methods that we use to study the instabilities. In Sec. III, the results for Landau instability are presented and discussed. In Sec. IV, we present and analyze the results for dynamical instability. Finally, in Sec. V, we discuss the results and conclude.
where $\vec{k}$ denotes the wave vector of Bloch states and $\vec{q}$ represents the mode of perturbation.

We can see from Eq. (4) that once the matrix $\sigma_i M_{\vec{k}}$ has complex eigenvalues, which appear always in conjugate pairs, certain modes of perturbation grow exponentially in time. This means that the superflow breaks down and the system becomes dynamically unstable.

The real eigenvalues of $\sigma_i M_{\vec{k}}$ can be grouped into two. For the first group, the eigenvectors have positive norm while the eigenvectors in the second group have negative norm. Only the first group are physical and they are called phonon modes [4]. When the eigenvalues of $\sigma_i M_{\vec{k}}$ for all the phonon modes are positive, the Bloch wave $\phi_{\vec{k}}$ is a local energy minimum and it represents a superflow. Otherwise, $\phi_{\vec{k}}$ is an energy saddle point and the system in this state suffers Landau instability.

Note that, generally, people use the eigenvalues of $M_{\vec{k}}$ to determine the Landau instability in literature, instead of $\sigma_i M_{\vec{k}}$ [4]. As shown in the Appendix, these two criteria are equivalent. As a result, one only needs to diagonalize $\sigma_i M_{\vec{k}}$ numerically to investigate the onset of both instabilities; this reduces the numerical computation load by half. However, analytically, we find that it is more convenient to use $M_{\vec{k}}$ to study Landau instability. The reason is that if $\sigma_i M_{\vec{k}}$ is used, two sets of criteria are obtained: one from singling out the phonon modes and the other from the phonon having positive eigenvalues. The criterion of Landau instability is the combination of the two. This turns out to be much more complicated than using $M_{\vec{k}}$. So, in this work we still use $M_{\vec{k}}$ in our analysis to determine the Landau instability.

III. LANDAU INSTABILITY

A. Numerical results

We have numerically computed the eigenvalues of the matrix $\sigma_i M_{\vec{k}}(\vec{q})$ based on which instability of the system—Landau or energetic—can be determined. The results are summarized in the stability phase diagrams shown in Fig. 1. We are interested in two features of the diagrams: the shape of the stability boundary and the location of the boundary, or the critical value $k_c$ where the Landau instability begins to appear.

(i) When the lattice strength is weak, the boundary of the Landau instability appears as an arc (see the left column of Fig. 1). This indicates that the critical value of $k$ for the Landau instability is independent of directions.

(ii) We notice that, similar to the 1D results [4], the unstable region shrinks with increasing nonlinear interaction. This implies that the system becomes more robust against long-wavelength disturbance. In particular, the dependence of the stability boundary on the lattice strength varies as the nonlinear interaction strength $c$ changes. In Fig. 2, we have plotted how the critical value $k_{xc}$ along the $x$ direction changes with the lattice strength $v$. It is clear from the figure that $k_{xc}$ decreases with $v$ for large $c$ while it increases with $v$ for small $c$. It also appears that $k_{xc}$ approaches $1/4$ when $v$ becomes very large.

In the following sections, we try to explain these features both qualitatively and quantitatively.
with the renormalized dispersion \( E(\vec{k}) \approx \hbar \vec{k}^2 / 2m^* \). Thus, we can use the method used by Landau to analyze the condition for the onset of Landau instability and find the critical velocity as follows [26]:

\[
v_t = \frac{m^*}{m} u_0 = \frac{\hbar k_{xc}}{m}, \tag{7}\]

where \( u_0 \) is the sound velocity of a BEC in a Bloch state at \( \vec{k} = 0 \) and \( k_{xc} \) is the corresponding wave number. If we define \( \vec{v}_g = m \vec{v} / m^* \), then the preceding condition for the appearance of Landau instability can be rewritten as

\[
v_g > u_0. \tag{8}\]

This criterion has the same form as the Landau criterion of superfluidity in free space.

Since the sound velocity is direction independent, the boundary of the Landau instability region should also be direction independent. Having computed different sound velocities according to the formula in Ref. [36], we obtain the corresponding critical wave numbers with Eq. (7). These results are plotted as solid triangles and compared with our previous numerical results in the first column of Fig. 1. The perfect match indicates the validity of the preceding effective mass theory.

### C. Tight-binding approximation

With a strong lattice, the condensate can be regarded as a chain of weakly linked small condensates localized in different potential wells. In this case, the system goes into the tight-binding regime. In the tight-binding approximation, we expand the macroscopic wave function as \( \psi(\vec{r}, t) = \sum_{n,m} \psi_{n,m}(t) w_{n,m}(\vec{r}) \), where \( w_{n,m} \) is the Wannier function for the \((n,m)\)th site of the lattice. With this expansion, the dimensionless GP equation (3) is transformed into a set of discretized equations [37],

\[
i \frac{\partial \psi_{n,m}}{\partial t} = -K \left( \psi_{n+1,m} + \psi_{n-1,m} + \psi_{n,m+1} + \psi_{n,m-1} \right) + \chi |\psi_{n,m}|^2 \psi_{n,m}, \tag{9}\]

where \( K = -\frac{\hbar^2}{2m} \int d\vec{r} \sum_{n,m,n',m'} |\frac{1}{2} \nabla \psi_{n,m}^* \cdot \nabla \psi_{n',m'} + w_{n,m}^* V_{latt} w_{n',m'}| \) and \( \chi = \frac{\hbar^2}{2m} \int d\vec{r} |w_{n,m}|^4 \). The symbols \( \langle \rangle \) denote the nearest neighbors.

The perturbation matrix for the above model is

\[
M_\ell(\vec{q}) = \begin{pmatrix}
\mathcal{L}(\vec{k} + \vec{q}) & \chi \\
\chi & \mathcal{L}(\vec{k} - \vec{q})
\end{pmatrix}, \tag{10}\]

with

\[
\mathcal{L}(\vec{k} + \vec{q}) = \chi + 4K \sin(\pi q_x + 2\pi k_x) \sin(\pi q_x) + 4K \sin(\pi q_y + 2\pi k_y) \sin(\pi q_y). \tag{11}\]

When Landau instability happens, \( M_\ell(\vec{q}) \) is no longer positive definite. From this, we obtain two set of conditions. One is

\[
\cos(2\pi k_x) < 0 \quad \text{or} \quad \cos(2\pi k_y) < 0; \tag{12}\]

the other is

\[
4K \sin^2(\pi q_x) \cos(2\pi k_x) + \sin^2(\pi q_y) \cos(2\pi k_y) \geq 0,
\]

\[
-2K \chi \sin^2(\pi q_x) \cos(2\pi k_x) + \sin^2(\pi q_y) \cos(2\pi k_y) \leq 0.
\]

Considering that Landau instability is caused by long-wavelength disturbance, we simplify inequality (13) by taking the limit \( q_x, q_y \to 0 \) and neglecting the second order quantities. We obtain

\[
q_x^2 \cos(2\pi k_x) + q_y^2 \cos(2\pi k_y),
\]

\[
\frac{-2K}{\chi} [q_x \sin(2\pi k_x) + q_y \sin(2\pi k_y)]^2 < 0.
\]

We finally arrive at the criterion for Landau instability. There are three sets.

(i) \( \cos(2\pi k_x) < \frac{2K}{\chi} \sin^2(2\pi k_y); \tag{15} \)

(ii) \( \cos(2\pi k_y) < \frac{2K}{\chi} \sin^2(2\pi k_y); \tag{16} \)

(iii) \( \cos(2\pi k_i) > \frac{2K}{\chi} \sin^2(2\pi k_i), \quad (i = x, y), \tag{17} \)

\[
\frac{2K}{\chi} \sin^2(2\pi k_x) \cos(2\pi k_x) + \sin^2(2\pi k_y) \cos(2\pi k_y) \geq \cos(2\pi k_x) \cos(2\pi k_y).
\]

Landau instability occurs when any set of these criteria is satisfied.

The preceding criteria are not the direct generalization of its 1D correspondence [27]. Criterion (17) arises as the effect of higher dimension. It is clear from the preceding criteria that deep in the tight-binding regime, the border of Landau instability is at \( k_x = k_y = 1/4 \).

The general trends seen in Fig. 2 can now be understood. In a weak lattice limit, we should have \( k_{xc} = s \sim \sqrt{\epsilon} \). Therefore, depending on the value of \( \epsilon \), \( k_{xc} \) can either be larger or smaller than 1/4, which is the critical value at the limit of deep tight binding. As the lattice strength increases and the system enters the deep tight-binding regime, the \( k_{xc} \) curve approaches 1/4 either from above or from below. This is exactly what we see in Fig. 2.

### D. Hydrodynamic analysis of long-wave disturbance

We have presented analytical results for both weak and strong lattice limits, which are found to agree very well with numerical results. In general, the hydrodynamic approach is applicable since the onset of the Landau instability occurs at long wavelengths. We follow the work of Machholm [38,39] and Taylor [40].

We work with the average particle density \( \bar{n}(r) \) and an average phase, where the averages are to be taken over a volume having linear dimensions much greater than the lattice
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spacing but still much smaller than the wavelength of the disturbance. We assume the energy density is given as follows:

$$E = \int d\vec{r} \tilde{E}(\vec{r}), \tilde{\mathbf{k}}(\vec{r}).$$

(18)

Here $\tilde{E}$ is the energy of a uniform system having a wave vector $\tilde{k}$ and particle density $n$.

We denote changes in local density by $\delta n$ and those in the wave vector by $\delta \mathbf{k}$. After expanding the energy functional around the original state and ignoring the higher-order terms, we find the energy deviation

$$\delta E = \int d\vec{r} \left\{ \frac{1}{2} \left[ \frac{\partial \mu}{\partial n} \delta n^2 + \tilde{E}_{k_x,k_y} \delta k_x^2 + \tilde{E}_{k_x,k_y} (\delta k_y)^2 \right] + 2 \tilde{E}_{k_x,k_y} \delta k_x \delta k_y + 2 \delta n \left( \frac{\partial \mu}{\partial k_x} \delta k_x + \frac{\partial \mu}{\partial k_y} \delta k_y \right) \right\},$$

(19)

where $\mu = \frac{\partial E}{\partial n}$ and $E_{k_x,k_y} = \frac{\partial^2 E}{\partial k_x \partial k_y}$. The first-order terms have been dropped because they vanish given the total number of particles and the phase of the wave function at the boundaries are fixed [38]. Once the quadratic order terms become negative, which means that perturbation helps to lower the system’s energy, Landau instability appears. We look into the preceding equation and seek the conditions for $\delta E < 0$.

With the given fact that $\frac{\partial \mu}{\partial n} > 0$ and treating the right-hand side of Eq. (19) as a quadratic function of $\delta n$, we arrive at the following inequality:

$$\frac{\partial \mu}{\partial n} [\tilde{E}_{k_x,k_y} \delta k_x^2 + \tilde{E}_{k_x,k_y} \delta k_y^2 + 2\tilde{E}_{k_x,k_y} \delta k_x \delta k_y]$$

$$< \left[ \frac{\partial \mu}{\partial k_x} \delta k_x + \frac{\partial \mu}{\partial k_y} \delta k_y \right]^2.$$  

(20)

We focus on inequality (20) and now treat it as a quadratic function of $\delta k_x$. We also notice the symmetry of the preceding inequality about $\delta k_x$ and $\delta k_y$. Performing a similar analysis as previously described, the general conditions for Landau instability are derived finally as follows:

$$\left( \frac{\partial \mu}{\partial k_i} \right)^2 > \frac{\partial \mu}{\partial n} \tilde{E}_{k_i,k_i};$$

(21)

and

$$\left( \frac{\partial \mu}{\partial k_i} \right)^2 > \frac{\partial \mu}{\partial n} \tilde{E}_{k_i,k_i}, \quad (i = x, y),$$

(22)

and

$$\frac{\partial \mu}{\partial n} (\tilde{E}_{k_x,k_y} - \tilde{E}_{k_x,k_y} \tilde{E}_{k_x,k_y}) > 2 \frac{\partial \mu}{\partial k_x} \frac{\partial \mu}{\partial k_y} \tilde{E}_{k_x,k_y}$$

(23)

Sufficient conditions for Landau instability are that any one of conditions (21)–(23) is satisfied.

Actually, both the effective mass theory and the tight-binding criteria can be reproduced from these hydrodynamical criteria and the hydrodynamical approach indeed provides us with a unified prescription of Landau instability. We also have computed the boundaries of Landau instability according to these hydrodynamical criteria and compared them with our numerical results. The comparison is shown in the second column of Fig. 1 with the solid diamonds representing the theoretical results, which shows a perfect match with the numerical results.

IV. DYNAMICAL INSTABILITY

A. Numerical results

We numerically diagonalize the matrix $\sigma_i M_i$ and determine whether the system is dynamically stable from its eigenvalues: Once there exists any complex eigenvalue, the system becomes dynamically unstable. The results are summarized in the dynamical instability phase diagrams shown in Fig. 3.

Similar to the situation of Landau instability, increasing interaction strength leads to obvious shrinking of the region of dynamical instability. Also, stronger lattice strength causes the critical values of $k_x$ and $k_y$ for the onset of instability approach 1/4 for the tight-binding regime.

The obvious difference from Landau instability is the critical value of $\tilde{k}$ for dynamical instability depends on directions, as clearly shown in Fig. 3. This is partially due to that dynamical instability is induced by short-wave disturbance; thus, the configuration of the lattice potential intervenes and plays an important role. Another point that must be noticed is the shape of the stability boundary. For our numerical calculation precision and the range of the parameters that we considered, we find that almost all phase boundaries can be divided into three sections: one section parallel to the $k_x$ direction, another section parallel to the $k_y$ direction, and the third section perpendicular to the diagonal line ($k_x = k_y$). We also find that when nonlinear interaction is weak, the critical

![FIG. 3. Dynamical instability phase diagram of a BEC in a 2D optical lattice under different parameters. The shaded regions represent dynamical instability. $k_x$ and $k_y$ are Bloch wave numbers along $x$ and $y$ direction, respectively.](image-url)
wave vector of the onset of dynamical instability along either $x$ or $y$ direction almost equals its 1D counterpart with the same parameters. In the following, we shall analyze these interesting features one by one.

### B. Reduction to 1D dynamics

The two parallel sections of the stability boundaries in Fig. 3 strongly suggest that the $x$ and $y$ motions of the 2D system are decoupled. Therefore, we decompose the 2D Bloch state into two independent 1D motions

$$\psi \simeq \psi_x \psi_y,$$  \hspace{1cm} (24)

where $\frac{1}{2\pi} \int_0^{2\pi} |\psi|^2 dx = \frac{1}{2\pi} \int_0^{2\pi} |\psi|^2 dy = 1$. Plugging Eq. (24) into Eq. (3) and integrating along the $y$ direction, we obtain

$$-\frac{1}{2} \frac{\partial^2}{\partial x^2} \psi_x + v \cos(x) \psi_x + c' |\psi_x|^2 \psi_x = \mu' \psi_x,$$  \hspace{1cm} (25)

with $c' = \frac{c}{\pi} \int_0^{2\pi} |\psi|^2 dy$. In this way, the 2D motion is decomposed to two orthogonal 1D motions, each with its renormalized nonlinear parameters. The two parallel sections of the boundary are just the result of this decoupled motion. By assuming $\psi_x$ as the solution of the 1D GP function, we have computed the values of $c'$ under typical parameters and found that it does not change much. This implies that the critical values of $k_x$, $k_y$ for the 2D dynamical instability are close to the ones for the 1D system with the same parameters. A comparison is shown in Table I.

Similarly, the section perpendicular to the diagonal line suggests an effective 1D motion along the diagonal direction. To see this more clearly, we introduce a new set of coordinates $x'$-$y'$, with the relations $x' = (x + y)/2$, $y' = (-x + y)/2$, which is equivalent to rotating the former coordinates counterclockwise 45° and rescaling them by $\sqrt{2}/2$. In the rotated frame, the potential possesses a different configuration, and Eq. (3) becomes

$$i \frac{\partial \psi}{\partial t} = -\frac{1}{2} \nabla^2 \psi + 4v \cos(x') \cos(y') \psi + 2c |\psi|^2 \psi.$$  \hspace{1cm} (26)

From this expression, the dynamical instability phase diagram in $x'$-$y'$ coordinates can be obtained and is shown in Fig. 4. A section parallel to $k_y'$, which corresponds to the diagonal 1D motion in the $x'$-$y'$ coordinates, is clearly seen. Note that Figs. 3 and 4 are related by $k_x = k_x' + k_y$ and $k_y = k_x' - k_y$. Note that when we talk about Fig. 3, we refer to its lower left subgraph, which has the same parameters as Fig. 4.

We have numerically seen that it is also true in 2D that the onset of dynamical instability of the usual Bloch states coincides with the appearance of period-doubled states with the same energy and wave number [39], which can be understood in terms of four-wave mixing [27,41–43]. For period-doubled states corresponding to the section perpendicular to the diagonal line, period doubling occurs in both the $x$ and the $y$ directions.

### C. Tight-binding approximation

We consider again the situation of strong lattice potential in which the tight-binding approximation works and an explicit result is obtained. By solving the eigenvalues of $\sigma_z M$, we find the condition for dynamical instability

$$-\frac{X}{2K} = \sin^2(\pi q_x) \cos 2\pi k_x + \sin^2(\pi q_y) \cos 2\pi k_y < 0.$$  \hspace{1cm} (27)

When this inequality is violated for any $q_x$, $q_y$, dynamical instability occurs. As a result, the boundary of dynamical instability is simply at $k_x = \frac{1}{4}, k_y = \frac{1}{2}$, which is the same as in the 1D case.

### V. CONCLUSION

In the present work we have carried out extensive analytical and numerical analysis on Landau and dynamical instabilities for a BEC in a 2D optical lattice with the focus on the instability phase diagram and the property of the phase boundary. Our analytical results are able to provide understanding of many of salient features in our numerical results.

In a weak lattice, the criterion for the onset of Landau instability is similar to the classic Landau superfluid criterion: when the group velocity exceeds the sound velocity, the system becomes unstable against long-wavelength disturbance. This implies direction-independent behavior of the phase diagram boundary, as demonstrated in our numerical results. We have also found that the hydrodynamic analysis works for a wide range of parameters, including the tight-binding regime.

Our numerical results show that the shape of the boundary of the dynamical instability phase diagram is nearly squarelike. Our analysis shows that this kind of shape is an indication that the 2D motion can be decomposed into two 1D motions.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>2D critical value ($k_x$)</th>
<th>1D critical value ($k$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c = 0.01$, $v = 0.01$</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>$c = 0.05$, $v = 0.05$</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>$c = 0.1$, $v = 0.1$</td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td>$c = 0.2$, $v = 0.2$</td>
<td>0.37</td>
<td>0.36</td>
</tr>
</tbody>
</table>
Our theoretical results can be tested experimentally with BEC in moving 2D optical lattices. Finally, we stress that Landau instability and dynamical instability are universal phenomena in nonlinear periodic systems. Therefore, our results should also be very useful for other similar systems, such as nonlinear photonic crystals [44–46] and nonlinear waveguides [47–49].
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APPENDIX: A PROOF

Since the appearance of complex eigenvalues of $\sigma_z M$ means that $M$ is no longer positive definite [27], we assume all the eigenvalues are real. In this appendix we shall prove that $M_\pm(\vec{q})$ is positive definite for all $\vec{q}$ if all eigenvalues of $\sigma_z M_\pm(\vec{q})$ for the phonon modes are real and positive.

We consider the eigenequation
\[ \sigma_z M(\vec{q}) |X\rangle = \mu |X\rangle, \]  
with the phonon mode
\[ \langle X | \sigma_z | X \rangle = (u, v) \sigma_z \begin{pmatrix} u \\ v \end{pmatrix} = 1. \]  
In the preceding and from now on all the subscripts are dropped for simplicity. We multiply both sides by $\sigma_z$ and find
\[ \langle X | M(\vec{q}) | X \rangle = \mu \langle X | \sigma_z | X \rangle = \mu. \]  
This means that if $M(\vec{q})$ is positive definite, then the eigenvalue $\mu$ for the phonon mode must be positive. Physically, this means that a phonon mode with negative $\mu$ can lower the energy of the system, leading to Landau instability.

We are now to prove that when all the eigenvalues of phonon modes of $\sigma_z M(\vec{q})$ are positive, $M(\vec{q})$ is positive definite for all $\vec{q}$. Denote the antiphonon mode as $|\tilde{X}\rangle$ and its corresponding eigenvalue as $\tilde{\mu}$. Since $|X\rangle$ and $|\tilde{X}\rangle$ form a complete orthogonal set, we can expand any vector as
\[ |Y\rangle = \sum_n (a_n |X_n\rangle + b_n |\tilde{X}_n\rangle). \]  
With this, we have
\[ \langle Y | M(\vec{q}) | Y \rangle = \langle Y | \sigma_z \sigma_z M(\vec{q}) | Y \rangle = \sum_n (|a_n|^2 |\mu_n\rangle - |b_n|^2 \tilde{\mu}_n). \]  
According to Ref. [27], if $(u, v)$ is a phonon mode of $\sigma_z M(\vec{q})$ with eigenvalue $\mu$, then $(v^*, u^*)$ is an antiphonon mode of $\sigma_z M(-\vec{q})$ with $-\mu$. Therefore, if all the eigenvalues $\mu_n$ of $\sigma_z M(\vec{q})$ for phonon modes are positive, then all the eigenvalues $\tilde{\mu}_n$ for the antiphonon modes are negative. As a result, the right-hand side of Eq. (A5) is positive. This leads us to conclude that $\langle Y | M(\vec{q}) | Y \rangle$ is positive for any vector $|Y\rangle$; therefore, $M(\vec{q})$ is positive definite for all $\vec{q}$. This completes our proof.

The implication of this proof is that $\sigma_z M(\vec{q})$ can also be used to determine the Landau instability other than $M(\vec{q})$, especially the onset of which. This mathematical result is certainly consistent with the well-accepted physics: When some phonon modes have negative excitations (corresponding to the eigenvalues in mathematics), they can lower the system energy, causing the Landau instability.