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ABSTRACT
Hydrogen is the most abundant element. It is also the most quan-
tum, in the sense that quantum tunnelling, quantum delocalisa-
tion, and zero-point motion can be important. For practical reasons,
most computer simulations of materials have not taken such effects
into account, rather they have treated nuclei as classical particles.
However, thanks to methodological developments over the last few
decades, nuclear quantum effects can now be treated in complex
materials. Here we discuss our studies on the role nuclear quantum
effects play in hydrogen containing systems. We give examples of
how the quantum nature of the nuclei has a significant impact on
the location of the boundaries between phases in high pressure con-
densed hydrogen. We show how nuclear quantum effects facilitate
the dissociative adsorption of molecular hydrogen on solid surfaces
and the diffusion of atomic hydrogen across surfaces. Finally, we dis-
cuss how nuclear quantum effects alter the strength and structure
of hydrogen bonds, including those in DNA. Overall, these studies
demonstrate that nuclear quantum effects can manifest in different,
interesting, and non-intuitiveways.Whilst historically it has been dif-
ficult to know in advance what influence nuclear quantum effects
will have, some of the important conceptual foundations have now
started to emerge.
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1. Introduction

The conventional picture of the atom is simple: a central nucleus clouded by orbiting elec-
trons. Arranging the atoms in various ways and at specific distances from each other leads
to the ‘structure’ of molecules, solids, and liquids: the tetrahedral structure of methane;
the rock-salt structure of salts, and so on. In this conventional picture of the atom, it is
implicitly assumed that the atomic nuclei are point-like classical particles, whereas the only
quantum objects are the orbiting electrons. This is an approximation. In reality, the atomic
nuclei are not point-like classical particles but are themselves quantum objects, and like
the electrons, distributed in terms of wave functions.

For most elements, the nuclear wave function is sufficiently localised so that the nuclei
effectively behave as classical particles, which is why the conventional picture of atoms
serves us so well. Quantum mechanics tells us, however, that the approximation of atomic
nuclei as point-like classical particles gets progressively worse as the temperature drops
or as the elements get lighter. For the lightest element, hydrogen, nuclear quantum effects
(NQEs) can be significant even at room temperature, with the nucleus of the H atom, a
proton, being localised in space and able to tunnel through classically forbidden potential
energy barriers.

If hydrogen was some obscure element trailing off the end of the periodic table, per-
haps one would not care much about NQEs, but for the very reason that hydrogen is the
most ‘quantum’ of the elements, i.e. its lightness, it is also the most abundant: A colos-
sal 90% of the universe by weight is hydrogen; it is present in all organic compounds, the
largest class of which are literally called hydrocarbons; it is essential for life by, for exam-
ple, being the marriage partner of O in H2O. Hydrogen is also of paramount importance
to the global economy with practically all industrial catalytic processes having hydrogen
implicated either as a reactant, product, or intermediate, with the making and breaking
of H–H, C–H, O–H, and N–H bonds at surfaces the bread and butter of heterogeneous
catalysis.

Real-world manifestations of the importance of NQEs are plentiful. For example, the
heat capacity of ‘classical’ waterwould be ∼40% [1] largerwithoutNQEs; thus in a classical
world, tea drinkers would have to wait much longer for their water to boil. Similarly many
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biological reactions (notably in enzyme catalysis) rely on the tunnelling of protons [2,3].
In addition, in the pharmaceutical industry, novel classes of deuterated drugs, which are
expected to have greater biochemical potency, are under development.

Various experimental approaches are available for understanding NQEs at a fundamen-
tal level. Experiments involving isotopic substitution, in which hydrogen is replaced by
deuterium (or, less often, tritium), are a powerful and widely used approach. With this
strategy, one can then explore how, for example, the structure and properties of materi-
als change with isotope substitution [4,5]. Experiments have shown that deuteration can
sometimes lead to dramatic changes in physical properties, e.g. a >100K change in the fer-
roelectric to paraelectric transition temperature in H-bonded ferroelectrics [6,7]. Kinetic
measurements in which the rate change upon isotopic substitution is examined (the so-
called kinetic isotope effects) are also widely employed in chemistry and biology [2,3,8].
In terms of more direct experimental probes, deep inelastic neutron scattering (DINS) has
emerged as an approach that can directly measure the momentum distribution of pro-
tons [9]. It can provide insights into the local environment of H atoms, which can help
elucidate NQEs in hydrogen bond (HB) networks, such as in structures of crystalline
and amorphous ice [9–12]. On surfaces, the invention of scanning tunnelling microscopy
(STM) enabled atomic resolution imaging and atom manipulation [13], and STM has
also been used to probe NQEs. Notably measurements of H and D diffusion on vari-
ous metal surfaces have been performed and provide strong evidence of H tunnelling
at cryogenic temperatures [14–17]. In addition, isotope-dependent switching of HBs in
adsorbed water clusters has been visualised on Cu and NaCl [18,19]. Fast diffusion of H
atoms on surfaces beyond the time-resolution of STM can also bemeasured indirectly with
helium spin echo (HeSE) experiments, a robust and sophisticated scattering experiment
[20,21].

From the theoretical perspective, a variety of schemes can be employed to treat NQEs
[2,3,22–24]. A particularly elegant approach and the one we focus on in this review is
Feynman’s path integral representation of quantum mechanics [25]. Detailed accounts
of the path integral representation, its implementation into computer codes, and appli-
cations in chemistry, physics, and materials science can be found elsewhere [24,26–38].
Thus we do not go into the details of the theory here except to note that the path inte-
gral framework formulates quantum mechanics as a summation of paths rather than
through the wavefunction view of Schrödinger. In doing so, it provides a classical anal-
ogy for quantum mechanics, which is widely applicable for sampling quantum ensembles
and approximating quantum dynamics. In the 1980s, pioneering path integral simula-
tions of materials were performed with either path integral molecular dynamics (PIMD)
[39,40] or path integral Monte Carlo (PIMC) [28–30,41,42]. In these early studies, the
interatomic interactions were described with empirical potentials (otherwise known as
forcefields). However, with the emergence of density functional theory (DFT), ab initio-
based path integral approaches became possible [24,27]. Early DFT-based PIMD studies
appeared in the 1990s with exciting applications on, for example, water and ice [43–45].
Over the following 20 years or so, numerous algorithmic and computational advances
served to make the path integral methodology robust and computationally tractable. This
has included important work on quantum dynamics within the path integral framework,
with, for example, centroid molecular dynamics (CMD) [46–48], ring-polymer molecular
dynamics (RPMD) [37,49,50], and the combination of path integral methods with other
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electronic structure methods beyond DFT [51–54]. Developments have also been made
in combining the path integral framework with other quantum theories, for example, the
instanton theory [55–59]. Indeed, over the years, increasingly complex systems have been
explored [38,60–67] and in some respects, it is now a ‘golden era’ for investigating NQEs
with path integral methods.

In this brief review, we highlight some key recent findings on the role and importance
of NQEs in H-containing systems. Although work from other groups is discussed, this
review focuses heavily on the work carried out by the authors. As such it is not intended
as a comprehensive overview of the field; for such reviews, the interested reader is referred
to refs [38,64,68,69]. Three prominent topics where NQEsmanifest in interestingmanners
under experimental or real-world conditions are covered: the phase diagram of hydrogen;
the adsorption and diffusion of hydrogen on surfaces and 2D materials; and the structure
and stability of H-bonded systems.

2. Quantum nature of condensed phase hydrogen

Hydrogen, when condensed under megabar pressures, exhibits extremely complex solid
and liquid phase transitions, accompanied by intriguing physics such as metalisation,
superconductivity, and superfluidity. Exploring the phase diagram of hydrogen, therefore,
is one of themajor (andmost heavily debated) topics in condensedmatter physics [70–73].
Figure 1 illustrates schematically that condensed phase hydrogen can broadly be classified
into four regimes, entailing molecular solid(s), molecular liquid(s), atomic solid(s), and
atomic liquid(s). The boundaries between the various condensed phases depend sensi-
tively on the relative free energies of the different phases, on which NQEs such as zero
point energy (ZPE) and quantum delocalisation may have a significant impact. For exam-
ple, it has been estimated that the difference in the ZPE between different phases can be as
large as ∼10meV per atom [74,75]. This is enough to alter the relative thermodynamic
stability of competing structures and can significantly shift the pressure-temperature phase
boundaries by hundreds of kelvin or tens of gigapascal [74,75].

In experiments in this area, NQEs are often indirectly probed by examiningH/D isotope
effects with, for example, vibrational spectroscopies in diamond anvil cells. H/D isotopic
effects have been discussed in the four crystal structures of the molecular solid observed
so far, namely phases I, II, III, and IV. These studies have shown that the phase I/II bound-
ary has a strong isotope dependence, whereas the phase II/III boundary is almost identical
for H and D [76–83]. In phase I, the H2 molecules rotate freely, following the quantum
rotational partition function [84], whereas in phase II, the hydrogen molecules are pref-
erentially aligned on their crystalline lattice sites [85]. With the discovery of phase IV of
solid hydrogen, isotope effects have now been explored up to the 300GPa regime [86–95].
Phase IV consists of alternating layers of an orientationally disorderedmolecular layer and
an atomic layer on a honeycomb lattice. Hence NQEs are also expected to have an impact
on the H2 molecules in phase IV [96]. Room temperature proton tunnelling was also sug-
gested in phase IV to explain measured Raman data [88]. Overall, the studies mentioned
above indicate that in certain regimes NQEs can be important. However, a comprehensive
picture of NQEs in condensed phase hydrogen is yet to be established. In what follows,
we review certain aspects of condensed phase hydrogen with a focus on understanding
the role of NQEs on: (i) the solid phase boundaries in the molecular solid regime and
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Figure 1. Schematic cartoon illustration of four broad types of phase for condensed phase hydrogen,
namely amolecular solid, amolecular liquid, an atomic solid, and an atomic liquid. Themolecular solid is
composed of H2 molecules on crystal lattice sites, and depending on the solid phase, the molecules are
either orientationally ordered (e.g. phase II and phase III) or disordered (e.g. phase I). Upon heating, the
crystalline molecular solid melts into a molecular liquid. The H2 molecules in both the molecular solid
and the liquid have been predicted to dissociate when compressed and could transform into either an
atomic solid or an atomic liquid.

(ii) the melting of the atomic solid. NQEs have also been revealed in other regimes of
the hydrogen phase diagram [97–100]. Comprehensive reviews and previous studies to
explore the pressure-temperature phase diagram of hydrogen can be found elsewhere, and
the interested reader is refereed to, for example, refs [76–84,86–95,101].

2.1. The quantum nature of solidmolecular hydrogen

State of the art ab initio path integralmolecular dynamics simulations have helped to reveal
the role of NQEs on dense hydrogen in the last two decades. (For studies with comple-
mentary approaches see e.g. ref. [75].) Notably Biermann et al. simulated solid hydrogen at
50K with ab initio path integral molecular dynamics. They found that the lattice structure
of hydrogen above a pressure of 350GPa was very diffuse, due to quantum fluctuations of
the hydrogens far from their equilibrium lattice positions [102,103]. This unexpected flux-
ional structure suggests a structure qualitatively different from the classical picture. Later
Kitamura et al. reported different rotational order due toNQEs for some of the solid phases
(specifically phases I, II and III) [104]. They found that in phase I the hydrogen molecules
rotate easily on their hcp lattice sites and that the orientational order of themolecules in the
crystal is smeared out. For phase II, the simulations suggested that the hydrogenmolecules
had a preferred orientational order with Cmc21 symmetry. For phase III, the rotational
order was also suppressed but the averaged position of the hydrogen molecules suggests
phase III has Cmca symmetry. Later, Li et al. carried out a comprehensive study using ab
initioPIMD simulations on the same three low temperature solid hydrogen phases. In these
studies, van der Waals dispersion forces were also taken into account through the appli-
cation of a van der Waals inclusive DFT functional [105,106]. This study showed that the
classically orientated H2 molecules in phase II also lose orientational order when NQEs
are accounted for, whereas for D2 the orientational order was maintained (Figure 2). This
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Figure 2. NQEs have a significant impact on the phase transition between molecular phases I and II
of hydrogen. Trajectories of structures obtained from simulations with classical and quantum nuclei at
80 GPa starting from the phase II (P21/c-24) structure. Balls show the representative configurations of
the centroids throughout the course of the simulation. The rods show the static (geometry-optimised)
structure. A conventional hexagonal cell containing 144 atomswas used. Panels (a), (c), (e), and (g) show
the z−x plane and panels (b), (d), (f ), and (h) show the x−y plane of the hcp lattice. The four simulations
are (1) MDwith classical nuclei at 50 K (panels (a) and (b)), (2) PIMD for deuterium at 50 K (panels (c) and
(d)), (3) PIMD for hydrogen at 50 K (panels (e) and (f )), and (4) PIMD for deuterium at 150 K (panels (g)
and (h)). In the MD simulation, the anisotropic inter-molecular interaction outweighs the thermal and
quantum nuclear fluctuations. Therefore, the molecular rotation is highly restricted. The thermal plus
quantum nuclear fluctuations outweigh the anisotropic inter-molecular interactions in the PIMD simu-
lations of hydrogen at 50 K and deuterium at 150 K. Reprinted with permission from ref. [107]. Copyright
2013 IOP Publishing.

study also explained the large isotopic effect in the I–II phase transition due to a less cor-
rugated potential energy landscape, where quantum fluctuations play a more significant
role. Overall, these simulations significantly improved the agreement between experiment
and theory on the phase boundaries of solid hydrogen. They also highlighted the need to
account for both van der Waals interactions and NQEs simultaneously, when treating the
low temperature region of the hydrogen phase diagram.We note that at a similar timeGen-
este et al. also studied the role NQEs in solid hydrogen, reaching similar conclusions to Li
et al.

2.2. The role of NQEs on themelting of hydrogen

The melting of hydrogen is another aspect of interest, intimately connected with hydro-
gen superconductivity and superfluidity at high pressures and low temperatures [108]. It
has been suggested that NQEs affect melting, most likely lowering the melting tempera-
ture because of quantum fluctuations [109]. It is also expected that such an effect would be
stronger for atomic phases of hydrogen than for molecular phases because of the heavier
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Figure 3. NQEs significantly lower the melting temperature of high pressure atomic hydrogen. MD and
PIMD label the results considering the H atoms as classical or quantum particles, respectively. Triangles
show the upper and lower limit of the melting temperature estimates, with the melting temperature
taken as the average (dashed lines). The lowest temperature simulations were performed at 50 K. There-
fore, only theupperbounds fromPIMDsimulations are shownwithdashed triangles at 900and1200 GPa.
Reprinted with permission from ref. [111]. Copyright 2013 Nature Publishing Group, under the creative
commons license 3.0.

mass and higher melting temperatures of the H2 solids [109,110]. Since the atomic phases
only exist at pressures on the limits of what can be reached experimentally, computer
simulation can play a crucial role. With this in mind, Chen et al. studied the melting of
atomic hydrogen in the 500GPa to 1.2 TPa regime with DFT-based PIMD simulations
[111]. Interestingly it was found that NQEs significantly reduced the melting tempera-
ture from about 300K to less than 200K at 500GPa (Figure 3). At higher pressures, the
effect is even more pronounced and at 900GPa and above, the melting temperature drops
below 50K. This suggests that in this pressure regime, a low temperature quantum metal-
lic liquid state of hydrogen is possible. Later, Geng et al. also studied the role of NQEs on
the melting of high pressure hydrogen and predicted slightly smaller NQEs, that lower the
melting temperature by 50–100K [112,113]. Although not yet confirmed in experiments
or substantiated with higher level electronic structure theories, these studies reveal that
NQEs can have profound consequences on the melting and physics of hydrogen at high
pressures.

Overall, at lower pressure, the phase diagram of condensed hydrogen is relatively well
resolved experimentally. Further experimental studies into the vibrations and rotations of
hydrogen molecules could shed light on the explicit quantum nature of the nuclei. How-
ever, upon increasing pressure, the phase behaviour of hydrogen is under debate and recent
experimental progress suggests that metallic hydrogen at low temperatures is not far away
if not already detected [70–73]. The question of NQEs in the metallic transition of hydro-
gen at low temperatures also remains open. Entering the TPa regime of the phase diagram
at low temperatures is a great challenge experimentally, but it is important to get there since
many interesting properties are predicted in this regime. At high temperatures, evidence
of non-negligible NQEs has been obtained, and it is also of interest to further investigate
the impact of NQEs on phase transition phenomenon near the critical point [114]. Theo-
retically, disagreements have been shown in different studies because of, for example, the
choice of exchange correlation functional in density functional theory, therefore improv-
ing the understanding of NQEs based on electronic structure calculations of higher level,
such as quantumMonte Carlo, is desired.
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3. Hydrogen at surfaces

The adsorption of hydrogen on, and diffusion of hydrogen across surfaces is of central
importance to disciplines such as surface science, astrophysics and astrochemistry, and
heterogeneous catalysis. NQEs can in principle be important to these processes, particu-
larly at the low temperatures of astrochemistry [115,116]. Here we discuss four different
systems we have worked on, with each one illustrating a different aspect of NQEs at
surfaces.

3.1. Adsorption of atomic hydrogen on graphene

Hydrogen adsorption on sp2-bonded carbon materials is relevant to hydrogen storage,
graphene-based electronic and spintronic devices, and H2 formation in the interstel-
lar medium [115,117–122]. Upon H atom adsorption on sp2-bonded carbon materials
the carbon atom the hydrogen bonds to transforms to sp3 hybridisation. As a result
there is expected to be an energy barrier for the adsorption process. The nature and
height of this energy barrier has been extensively studied, using graphene, graphite,
and polycyclic aromatic hydrocarbons as model systems [121,123–129]. Experimentally,
the barrier for H atom adsorption on graphite was placed within a broad range of
25–250meV, by means of adsorption and abstraction experiments using H atoms with
varying kinetic energies [130]. Early theoretical studies estimated the barrier to be ∼0.2 eV
[123–125]; a barrier of this height would mean, for example, at the low temperatures
of the interstellar medium H atoms would have insufficient thermal energy to adsorb
on sp2 carbon substrates. This, in turn, has implications for the mechanism of H2 for-
mation in the interstellar medium. However, the earlier computational studies neglected
NQEs and also neglected vdW dispersion forces; both of these effects are likely to influ-
ence the chemisorption process. Especially, quantum tunnelling have been known to be
crucial to the formation of an extraordinary rich variety of molecules in the universe
[115,122,131,132].

In a recent study [127], some of us investigated in detail the role of both vdW inter-
actions and NQEs in the H adsorption process on graphene at cryogenic temperatures to
understand this process under interstellar conditions. The key findings are summarised in
Figure 4. To cut a long series of simulations short, themain conclusions were (i) vdW inter-
actions make the chemisorption barrier slightly smaller and narrower; reducing it from
200 to 175meV with the specific vdW-inclusive DFT treatment employed and (ii) ther-
mal, but mostly NQEs, reduce the barrier further to ca. 100meV at 50K. The quantum
free energy barrier was calculated with a constrained-centroid PIMD approach [40] and
the reduction in the barrier compared to the classical one was attributed to tunnelling of
theH atomnear the transition state. This can be seen in Figure 4(b) by the delocalisation of
the H atom in the vicinity of the transition state. Overall, this study shows that both vdW
interactions and NQEs work together in a cooperative manner to dramatically reduce the
barrier to the formation of a covalent (C–H) bond; an effect that is likely to apply broadly to
many chemical processes. For this specific system, it means that low-temperature H atom
chemisorption on sp2 bonded materials is likely to be much more facile than previously
anticipated, implying that chemisorbedH could bemuchmore prevalent under interstellar
medium conditions.
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Figure 4. NQEs on low-temperature H atomadsorption on graphene. (a) Energy profiles calculatedwith
different approaches for the adsorption of a single H atom on graphene. The highest barrier is the PBE
potential energy barrier to chemisorption. Upon including vdWdispersion forceswith PBE-D3 the poten-
tial energy barrier gets lower and narrower. The PBE-D3 free energy barrier computed using ab initioMD
at 50 Kdoes not differ significantly from the underlying potential energy barrier. However, accounting for
NQEswithab initioPIMD significantly lowers the free energy barrier. TheHatomheight above the surface
is measured from the surface plane of the graphene sheet prior to chemisorption. (b) Radius of gyration
for the path integral ring-polymer as a function of the H atom distance from the surface. This is decom-
posed into lateral (x,y) andnormal (z) components relative to the surfaceplane. Snapshots are also shown
from calculations with the ring-polymer constrained close to the physisorption well at 3.0Å, at the tran-
sition state at 2.1Å, and unconstrained in the chemisorbed state at 1.5Å above the graphene sheet. The
snapshots are an aggregation of bead positions for several hundred molecular dynamics steps. The ring
polymer is significantly more delocalised in the transition state region (2.1Å), a signature of quantum
mechanical tunnelling through the barrier. Reprinted with permission from ref. [127]. Copyright 2014
American Chemical Society.

3.2. Dissociative adsorption of H2 atmetal surfaces

Dissociative adsorption of molecular hydrogen plays an important role in a wide vari-
ety of chemical and physical processes, such as heterogeneous catalysis, energy storage,
and sensing [133–136]. In particular, H2 at metal surfaces is central to many processes in
heterogeneous catalysis and has been widely studied on well-defined atomically flat metal
surfaces for the last 30–40 years. Recently, highly dilute metal alloys (the so-called ‘single
atom alloys’) have emerged as a promising class ofmaterials with unique catalytic function-
ality [137–140]. In particular by doping a reactive transition metal (e.g. Pd, Pt, Ni) into a
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relatively unreactive (Cu, Ag, Au) host, they offer great potential for highly selective hydro-
genation reactions. With this in mind, a detailed experimental and computational study
of H2 dissociation on a single atom alloy surface of Pd/Cu was recently performed [17].
Interestingly, it was found experimentally that as the temperature was lowered to cryogenic
temperatures the rate of H2 dissociative adsorption increased. Complementary measure-
ments of D2 dissociative adsorption showed more conventional behaviour with the rate of
adsorption decreasing as the temperature was lowered. The application of DFT and path
integral-based techniques proved to be very helpful in understanding this system. The key

Figure 5. Quantum tunnelling facilitates H2 dissociative adsorption on metal surfaces at low temper-
atures. (a) Potential energy surface for H2 dissociation from the physisorbed state on the Pd/Cu(111)
substrate. The total energy of the clean surface and the H2 in the gas phase is used as the energy zero.
Insets are top and side views of the initial physisorbed state (H2), the transition state (TS), and the final
state (2H). (b) Temperature dependence of the effective quantum energy barrier (relative to the gas
phase) obtained from harmonic quantum transition state theory calculations that take into account tun-
nelling through the chemisorptionbarrier and zero-point energies. (c) Top and side view snapshots taken
from an 85 K ab initio path integral molecular dynamics simulation of a single H2 at the classical saddle
point for dissociative chemisorption on the Pd/Cu(111) surface. The large spread of the beads along the
dissociation reaction coordinate indicates that at this temperature the H2 molecule can tunnel through
the dissociation barrier. Reprinted with permission from ref. [17]. Copyright 2014 American Chemical
Society.
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results of which are shown in Figure 5, from where it can be seen that at the classical level
the barrier to H2 dissociative adsorption is fairly large (0.4 eV). This is too large to enable
facile H2 adsorption at low temperatures. However, when NQEs are taken into consider-
ation, the effective quantum free energy barrier for H2 dissociation drops significantly as
the temperature is lowered below 250K. Although the D2 barrier also drops with temper-
ature, the effect kicks in at a much lower temperature (ca. 150K). Analysis again reveals
that the origin of the barrier reduction is quantum mechanical tunnelling (Figure 5(c)).
Interestingly, the calculations also suggest that tunnelling enables a different dissociation
mechanism at very low temperatures (below 80K for H2, 50K for D2), where incident
molecules at the Pd site can undergo barrierless dissociation avoiding a physisorbed state
into which they would otherwise be trapped. Note that at the higher temperatures of many
existing catalytic processes, we do not expect NQEs to play a significant role. However,
examining these effects in other systems may uncover temperature regimes at room tem-
perature and below where quantum effects can be harnessed, yielding better control of
bond-breaking processes at surfaces and uncovering useful chemical properties such as
selective bond activation or isotope separation.

3.3. Diffusion of atomic hydrogen

Once H atoms are adsorbed onto a surface, NQEs can also be important to how they dif-
fuse across it. The role of NQEs in H atom diffusion has been extensively studied on a
wide variety of surfaces [115,121,141–146]. Here, we focus on work that we have recently
been involved in to understandH atomdiffusion across atomically flatmetal surfaces. Such
systems have been widely studied, thanks to the development of surface sensitive experi-
mental techniques (see e.g. [14,21,147,148]). Interestingly, experimental measurements of
diffusion rates yield qualitatively different temperature dependencies upon moving from
one metal surface to the next. Relatively straightforward behaviour is seen on, for exam-
ple, Pt(111) where according to helium spin echo measurements [21], the rate drops as
temperature is lowered. On Ru(0001), a gradual transition from Arrhenius behaviour to
a temperature independent (i.e. quantum) regime has been reported [148]. However, on
Ni(100) [147] and Cu(100) [14], diffusion rates suddenly become T-independent below a
certain temperature, indicating a sharp classical to quantum transition.

Theoretical studies of H diffusion onmetal surfaces has been useful in helping to under-
stand this behaviour for certain specific experiments [14,147,149,150]. For example, the
sharp transition on Ni(100) and Cu(100) was attributed to the particular shape of the dif-
fusion barrier [146,151–155]. In a recent study, we set about rationalising this behaviour in
general and performed a systematic DFT-based instanton study of H atom diffusion across
a range of metal surfaces [156]. The key finding was that H atom diffusion on metal sur-
faces could be categorised into systems possessing either conventional parabolic-shaped
barriers (‘parabolic-tops’) or into systems possessing unusually broad barriers resembling
a top hat (‘broad-tops’) (Figure 6). The unusually broad barriers are found on surfaces (see
also refs [145,146]) partly because of the very large mismatch in size between the small H
atom and the relatively large surface atoms of the lattice. Such barriers have also been seen
for magnetic transitions [157].

Comparing the thermal rate integrand (integration of which gives the rate at a given
temperature) of the two types of barriers (Figure 7), one finds a qualitative difference.
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Figure 6. (a) Potential energy barriers for H atomdiffusion onmetal surfaces can vary considerably from
a conventional parabolic shape to an unconventional broad-topped shape. A variety of H diffusion bar-
riers is shown, obtained from nudged elastic band calculations using DFT, for several transition metal
surfaces. The filled symbols show data for the conventional barriers that are parabolic near the top, and
the open symbols are the data points for broad-top barriers. In (b)–(d), the structures of the variousmetal
surfaces considered are reported: (b) top view of the (100) surface; (c) top view of the (110) surface; (d)
top view of the (111) surface. Arrows show the diffusion paths. Reprintedwith permission from ref. [156].
Copyright 2017 American Physical Society.

Figure 7. The shape of the potential energy barrier strongly influences the transition from classical
hopping to quantum tunnelling for H diffusion on metals. In (a) and (b), the thermal rate integrand is
plotted against the incident energy E for examples of the conventional parabolic-top barrier (Ni(111))
and the broad-top barrier (Pd(110)) respectively. (c) Illustration of the tunnelling behaviour the different
peak positions of the rate integrand represent, using tunnelling paths represented by the Feynman path
integral. Adapted with permission from ref. [156]. Copyright 2017 American Physical Society.
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With the conventional parabolic-top barriers, hydrogen diffusion evolves gradually from
classical hopping to shallow tunnelling to deep tunnelling as the temperature decreases,
and noticeable quantum effects persist at moderate temperature. In contrast, with broad-
top barriers quantum effects become important only at the lowest temperatures and the
classical to quantum transition is sharp, at which point classical hopping and deep tun-
nelling both occur (Figure 7(b). The unusual behaviour revealed by the simulations has a
number of far-reaching implications [156], including a new way of defining the classical to
quantum crossover temperature (TW) and a prediction of the sudden emergence of strong
isotope effects around TW [156]. These insights are likely to help and guide the interpreta-
tion of existing and future experiments for H diffusion on metals and quantum tunnelling
in chemical systems in general.

3.4. Proton penetration of 2Dmaterials

Another topic recently brought into focus is the direct transfer of H atoms or protons
through 2D materials such as graphene and h-BN. Generally, it was assumed that pristine
graphene and h-BN were impermeable to H atoms and protons. Indeed DFT calculations
have shown that the barrier for a chemisorbedH or proton to penetrate a pristine graphene
sheet is 3.5 eV or more [158–160]. However, recent experiments provide strong evidence
that protons can, in fact, penetrate pristine layers of graphene and h-BN [161]. Based on
the temperature-dependent proton conductivity measurements, the barriers for the pro-
ton penetration process were estimated to be only 0.8 and 0.3 eV for single-layer graphene
and h-BN, respectively. In a subsequent study, focusing on the role of isotope effects, the
penetration rate reduced by an order of magnitude when the protons (H+) were replaced
by deuterons (D+) and the barrier estimated to increase by about 60meV [162].

Partly because of the fascinating measurements, considerable theoretical efforts have
gone into understanding the microscopic details of how protons penetrate graphene and

Figure 8. Quantum contributions and isotope effects for proton penetration of pristine graphene. (a)
Free-energy profiles at 300 K obtained with ab initio constrained MD and PIMD simulations for proton
transfer across a graphene sheet in the presence of water molecules. PIMD simulation snapshots for the
initial state and transition state are also shown. (b) Zoom-in view of the free energy profiles shown in (a)
close to the transition state, for both proton and deuteron penetration. Reprinted with permission from
ref. [165]. Copyright 2017 American Chemical Society.
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h-BN and to understand the role of NQEs in the process [159,163–165]. In work that we
were involved in, we used DFT-based PIMD to examine the proton penetration process
[165]. With the specific DFT functional used and model system employed, we found that
the classical H+ penetration barrier was approximately 3.5 eV, in line with earlier studies.
When NQEs were accounted for the penetration barrier for H+ on graphene was reduced
by 0.46 eV (12%) at 300K and for D+ the reduction was less. The reduction in the free-
energy barrier is due to ZPE effects and quantum tunnelling near the transition state (as
shown in the insets, the beads are more delocalised near the TS compared with the initial
state). Although the role of NQEs is far from negligible, NQEs alone do not describe the
enormous discrepancy between the computed and experimental proton penetration bar-
riers. Instead we suggested in ref. [165] that hydrogenation of the graphene (and h-BN)
plays a critical role. In particular hydrogenation can destabilise the low-lying chemisorbed
initial state and slightly expands the hexagonal lattice through which the proton penetrates
(Figure 8).

4. The role of NQEs on hydrogen bonds

Hydrogen is obviously also present in hydrogen-bonded systems and such systems are
essential for life, being an essential component of the binding in the condensed phases
of water, the structure of many biomolecules, and molecular crystals. In fact, several early
studies on NQEs with PIMD were on H-bonded systems such as water and ice. See refs
[63,64,68,166] for reviews of this work. Here, we go beyond aqueous systems towards bio-
molecules, organic crystals, and HBs at interfaces. We focus on two specific aspects: (A)
quantum delocalisation in HBs; and (B) how NQEs impact upon the strength of HBs.

4.1. Quantum delocalisation in hydrogen bonds

As noted in the introduction, the quantum nature of hydrogen means that it does not
behave like a point-like particle. A key question has been to what extent hydrogens are
delocalised in space when incorporated in HBs and how this varies from system to system.
In a traditional HB, the hydrogen is covalently bonded to one electronegative element and
H-bonded to a second, such as the OH-O bond that holds two water molecules together.
An HB such as this is asymmetric and conveniently characterised with an order parameter
δ = |R1| − |R2| as illustrated in Figure 9(a). Applying pressure to the HB, as done in high
pressure studies of, for example, ice, can leave the proton shared symmetrically between
the two oxygens it is bonded to [43,168–171].

For ice, the intermolecular separation was controlled by pressure. However, water on
metals represents another class of systems where variable intermolecular separations can
be found. In these systems, the intermolecular separation between the adsorbedmolecules
is dictated to a large extent by the spacing between the substrate lattice sites [172–175]. One
particular class of adsorption structures comprised of a mixture of water and hydroxyl
forms across many metal surfaces. Upon moving from one surface to the next, the key
difference in the adsorption structure is that the intermolecular separation changes and
is tuned by the lattice constant of the underlying substrate [176,177]. Some years ago,
we performed a series of DFT-based PIMD simulations on such systems and identified
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Figure 9. NQEs can strongly influence H-bonded systems, as shown here for two distinct types of sys-
tem. (a) Illustration of a HB and the order parameter δ for describing the H position in a HB. (b) Snapshots
for typical spatial configurations of an overlayer of water and hydroxyl molecules on Pt (left), Ru (mid-
dle), and Ni (right) obtained from PIMD. (c) Free energy profiles (�F) for H atom transfer from water
to hydroxyl along the intermolecular axes for the systems shown in (b) on Pt (left), Ru (middle), and Ni
(right) at 160 K, obtained fromMD and PIMD. Reprinted with permission from ref. [167]. Copyright 2010
American Physical Society. (d) Crystal structure of squaric acid, illustrating the difference between AFE
(left) and PE (right) ordering. (e) Probability distributions of the δ parameter for H2SQ (left) and D2SQ
(right) from PIMD, and (inset in right) from MD. In the MD simulations, the nuclei are treated as classical
particles, in the PIMD simulations they are quantum. All simulations have been performed at the DFT
level of theory. Adapted with permission from ref. [7]. Copyright 2014 AIP Publishing.

surprisingly pronounced NQEs [167]. Specifically, we found that metal substrates, by tem-
plating the water overlayer, could shorten the corresponding HBs (in analogy to ice under
high pressure). Depending on the substrate and the intermolecular separations it imposes,
the traditional distinction between covalent and HBs is partially or almost entirely lost
(Figure 9(b)). Such a picture only emergeswith a quantum treatment of the system; treating
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the nuclei classically preserves the traditional picture because of large classical free energy
barriers for proton hopping (Figure 9(c)).

Soon after the theoretical prediction of strong quantum delocalisation in such systems,
direct experimental evidence was obtained from STM for a closely related system [15].
However,more experiments are needed on a broader range of systems to test the theoretical
predictions of ref. [167]. Indeed it seems to us that interfacial water is an excellent model
system for probing the delicate connection between HB length and quantum delocalsation
and studying systems such as these is likely to be a fruitful area of future research.

Quantum delocalisation is also key to order-disorder transitions in hydrogen-bonded
crystals. This includes high pressure phases of ice [43,168,178] and certain organic crystals
where the order-disorder transition is connected with an (anti-)ferroelectric to paraelec-
tric transition. One system of particular interest that we have looked at recently is squaric
acid [7]. In particular, we focussed on understanding the antiferroelectric to paraelec-
tric transition and its isotope dependence (Figure 9(d)). Interestingly, in agreement with
experiment, we were able to show that quantum delocalisation and concerted tunnelling
resulted in a ca. 200K difference in the order-disorder transition temperature between the
hydrogenated and deuterated crystals (Figure 9(e)). Specifically, as shown in Figure 9e,
the HBs become disordered (paraelectric) in H2SQ at 200K and above, while in D2SQ
the HBs are ordered up to 400K. NQEs also explain the superconductivity transition in a
recently discovered high temperature superconductor, solid H3S. Calculations accounting
for NQEs correctly predict the phase transition from an asymmetric to a symmetric pro-
ton phase, reproducing experimentalH/D isotope effects in the superconducting transition
temperature [179].

4.2. NQEs on the structure and strength of hydrogen bonds

Regardless of the position of hydrogen within an HB, NQEs can influence the structure of
H-bonded systems. This geometric effect is sometimes known as the Ubbelohde effect [5],
where replacingHwith D can change the heavy atom separation in aHB, and inH-bonded
molecular crystals consequently alter their lattice constants. Model studies of the Ubbelo-
hde effect have been performed [180,181]), and a few years ago some of us carried out
an ab initio PIMD study of NQEs on a range of H-bonded clusters and crystals [61]. The
key conclusion of our work is that NQEs make strong HBs shorter and weak HBs longer.
This observation was explained by generalising earlier observations of Manolopoulos and
co-workers [182–184] of an effect that is is now known as the competing quantum effects
(CQEs) picture. The CQEs picture has been very successful in understanding and repro-
ducing experimental H/D isotope fractionation ratios between liquid water and its vapour
[184–186], and has been reviewed in detail recently [64]. In short, it arises out of a bal-
ance of effects: quantum nuclear motion along the HB direction that strengthens the bond,
versus quantum fluctuations out of the plane of the HB that weakens it. Thanks to this
competition, for certain systems (such as liquid water), simulations with classical nuclei
can give comparable results to those obtained with quantum nuclei [64,65,67,187]. In fact,
the balance of the CQEs in liquid water is so delicate, that even the choice of the electronic
structure approach (or force field) can lead to qualitatively opposite results on which of the
two CQEs dominates [45,188,189]. Temperature can also change the balance between the
competing effects [184,190].
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Figure 10. NQEs can either strengthen or weaken HBs, as illustrated here for the binding free energy
change of several important H-bonded organic systems: Watson-Crick base pairs [190], polyglu-
tamine(polyQ) strands [194], and paracetamol crystals [200], calculated from ab initio PIMD simulations.
Structural images are adapted with permission from refs [190,194,200]. Copyright: 2016 American
Chemical Society; 2015 American Chemical Society; 2016 American Physical Society, respectively.

The existence of CQEs has been supported by several experimental investigations
[10,12], specifically DINS experiments on water [10,12,191] and STM experiments for
water on NaCl [192]. Nonetheless, most previous work has focused on geometrical prop-
erties, while direct information on how and to what extent NQEs influence the strengths
of HBs has been lacking. Recent developments allow one to estimate this quantitatively
in computer simulations for materials and molecular systems of moderate size, through a
combination of PIMD and thermodynamic integration using mass as the order parameter
[190,193,194]. Note that there are different ways to combine thermodynamic integration
with PIMD [195–199], with early developments dating back to 1991 [195].

Figure 10 summarises recent quantitative determinations of the impact of NQEs on
HB strength for several systems important to everyday life, namely DNA base pairs, a
peptide, and paracetamol. It can be seen from Figure 10 that the absolute influence on
the stability of the various materials is small at 10meV of less per HB. However, NQEs
can act to both strengthen or weaken the HBs and can exhibit interesting temperature
dependencies. Taking the DNA base pairs as an example, these were examined at room
temperature and at a cryogenic temperature (100K) [190]. It was found that NQEs sta-
bilise the base pairs at room temperature, while counterintuitively, the influence of NQEs
was smaller at cryogenic temperatures than it was at room temperature. This was ratio-
nalised, as with other systems, in terms of a competition of NQEs between low-frequency
and high-frequency vibrational modes. Upon forming an HB, certain high-frequency
(covalent bond stretching) modes are softened, reducing the quantum kinetic energy
hence stabilising the system. This stabilisation, however, is offset by the quantum kinetic
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energy gained when low-frequency modes are hardened or created upon forming the HB.
Moving on from DNA to proteins, for stacked polyglutamine (polyQ) strands, a pep-
tide often found in amyloid aggregate, NQEs serve to provide an additional degree of
stabilisation [194].

Another important field where quantitative estimates of NQEs are highly desirable is in
the assessment of the stability ranking of different polymorphs ofmolecular crystals, where
a small free energy change of 10meV can make a difference. A recent tour de force study
addressing this found that for paracetamol, ∼20% of the free energy difference between
its form I and form II comes from NQEs [200]. This work also suggests that estimates of
NQEs on the binding free energy within the harmonic approximation can be reasonable
for molecular crystals.

The evaluations of quantum free energy contributions to H-bonded systems is enjoying
rapid development with interesting findings in key systems. Extending these findings, one
may ask are there more efficient ways or simple models for estimating the importance of
such effects? Recently, we have taken a step in this direction with the presentation of a
simple model based on the CQEs picture which predicts the temperature dependence of
NQEs on the binding strength of broad range of H-bonded complexes [190].

5. Outlook and future challenges

To sum up, we have discussed examples where NQEs are important and interesting. From
solid hydrogen to hydrogen on surfaces to H-bonded systems, NQEs can have a qualitative
and quantitative impact on the physiochemical properties of materials. This is especially
true at cryogenic temperatures. However, we have also shown examples where such effects
can be important at room temperatures. This review has not covered all types of systems
where NQEs are important but rather gives a flavour of the systems that have piqued our
interest over the last few years, with a focus on hydrogen-containing systems.

As noted in the introduction, it is an exciting and thriving time for the field due to the
development of relatively fast, efficient, and accurate simulation approaches for treating
NQEs as well as the development of complementary experimental techniques. However,
there are, of course, many outstanding challenges for simulation techniques in this area.
Some of these have been discussed elsewhere [37,38,59,64], but the issues we feel that are
of particular importance are:

(i) Accuracy of the underlying electronic structure theory – The results discussed in this
brief review have come mainly from DFT-based approaches. DFT is the most widely used
electronic structure method for the simulation of materials. However, it has a number
of well-documented shortcomings, many of which are directly relevant to the types of
systems discussed here. For example, HB strengths, physiorption on surfaces, and cova-
lent bond-breaking processes are all sensitive to the choice of the exchange-correlation
functional used (see e.g. [106,201–204]). Given that the emergence of NQEs can often
depend on a subtle balance of competing effects, qualitatively different behaviour can be
observed with different exchange-correlation functionals [61,189,205]. Thus one always
has to take care that the exchange-correlation functional used is suitable for the prob-
lem at hand. More broadly, combining path integral methods with higher level methods
such as quantum Monte Carlo and quantum chemistry approaches is clearly an exciting
avenue for future research [84,206,207]. Indeed, given the recent progress with quantum
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Monte Carlo approaches in terms of accuracy, efficiency, and the calculation of forces,
QMC-based PIMD simulations look like a promising way of treating particularly challeng-
ing systems [51,208–210]. Methods for dealing with non-adiabatic effects is another area
where excellent progress is being made on topics such as understanding NQEs in electron
transfer [211–216]. Other non-adiabatic effects, such as electron-phonon coupling, are
important for some problems (i.e. dissociative adsorption, dynamics of adsorbates on sur-
faces) [153,217–221], but it remains to be fully understood towhat extent they impact upon
quantum H atom diffusion and the other topics covered in the review. Indeed coupling
friction and quantum nuclear approaches is an interesting area for future research.

(ii) Connection with experiment – Much of the work discussed in this review was moti-
vated by or aimed at explaining interesting experimental results. And, indeed recent years
have seen huge advances in experimental capabilities, from the emergence of deep inelas-
tic neutron scattering, to scanning tunnellingmicroscopy, to diamond anvil measurements
at ever higher pressures. Given the emergence of such techniques, there is an ever greater
need for more efficient and more robust techniques to compute experimental observables
measured in scattering and spectroscopic studies, including time-dependent properties
[10,32,50,222–224]. Excellent work in this area is ongoing and more is welcomed.

(iii) System complexity – When connecting with experiment, it is challenging to make
the simulation model realistic enough that it faithfully mimics the complexity present in
the real experimental system. This is especially true when treating defects for which large
simulation cells are required, or liquids where large cells and sufficient sampling of phase
space is required. Although enormous strides have been made in reducing the computa-
tional overhead of incorporating NQEs (see review [38]), most studies are still limited by
the availability of computational resource. Developing higher accuracy interatomic poten-
tials with, for example, machine learning approaches [225,226] and efficiently combining
enhanced sampling techniques with path integral methods are two promising avenues for
future study [191,227]. With our interest in graphene, as discussed above, we have recently
developed amachine learning potential for graphene [228] that accurately reproducesDFT
for a broad range of properties and are currently using this potential to understand the role
of NQEs on the vibrational properties of graphene.

Addressing these and other computational challenges will provide interesting work for
the future and consequently will help to deepen understanding of the role ofNQEs inmate-
rials yet further. Although we believe that great strides have been made in the field in the
last decade or so, there is still considerably more to learn about the role of NQEs in the
chemistry and physics of hydrogen-rich systems.
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