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ABSTRACT: The excess free energy of a liquid relative to an Einstein crystal
reference state is calculated without going through a first-order phase transition.
This is accomplished by going through an arrested glassy state to avoid a direct
liquid to gas or liquid to crystal transition. The method is demonstrated by
calculating the free energy difference between liquid water and ice Ih using the
TIP4P and WAIL water models. TIP4P ice Ih melts at 232 ± 1 K, in close
agreement with other estimates in the literature. WAIL ice melts at 272 ± 1 K, in
good agreement with that of real water, which serves as a good validation of the
quality of the WAIL model. The glassy intermediate method is easy to implement
and amicable to parallel executions. We expect this method to have broad
applications for calculating the liquid excess free energies for other materials.

1. INTRODUCTION

Computational investigation of the phase diagram is of great
significance. Many phase transitions occur under extreme
conditions, such as high temperature and pressure or even
negative pressure.1,2 Methods developed for computing phase
transitions are thus very helpful for accessing these challenging
conditions computationally.3−5

Accurate modeling of phase behavior requires both a robust
free energy method and an accurate interaction potential. A
good model potential should not only provide a high-fidelity
description of the potential energy surface, but it also has to be
efficient enough to allow for long simulations typically needed
for free energy calculations. Proper description of phase
transitions is frequently considered an important validation for
the quality of a model potential.6 Advances in free energy
determination techniques would thus benefit potential
validations. This is especially important for more expensive
variants of model potentials, such as polarizable force fields.7

One method for measuring free energies is to integrate along
a switching variable λ

∫ λ
λ

λΔ = ∂
∂

A
H( )

d
0

1

(1)

where H(1) is the Hamiltonian of the system of interest and
H(0) is the Hamiltonian of a reference system with a known
free energy. ΔA from eq 1 is generally referred to as the excess
free energy relative to the reference system. In practice, many
methods exist to perform the integration in eq 1. Although the
most straightforward method is probably thermodynamic
integration (TI),8−10 other methods, such as Bennett’s
acceptance ratio11 or nonequilibrium integration,12,13 are also
widely used.
For a solid phase, natural choices for the reference system

include the Einstein crystal8,9,14 or the Debye crystal.15,16 The
Debye crystal is a harmonic crystal at the minimum-energy
conformation of the solid lattice, and the Einstein crystal is
simply a collection of harmonic oscillators that are not
interacting with each other.8,9,14 While several techniques have
been proposed to improve the efficiency of the Einstein crystal
or Debye crystal based approaches,16−21 increasing conver-
gence speed and making them suitable for flexible molecules,
these approaches are generally not applicable for determining
the free energy of a fluid.
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The free energy of a fluid can be determined with the
Widom particle insertion method,22,23 the Gibbs ensemble
method,24 etc.25 Improved variants of these methods are also
available, such as the overlapping distribution approach,
devised to improve efficiency for dense liquids.26,27 However,
such fluid-oriented methods generally do not perform well for
crystals because the annihilation of a particle in a crystal leads
to a defect with a long lifetime.
This situation leads to the frequent use of different

approaches and reference states for measuring the free energies
of the two states involved in the melting process. For example,
using an Einstein crystal as reference for both solids and liquids
is challenging because the integration of eq 1 from liquid to the
Einstein crystal will require sampling through a first-order
phase transition with no overlap of conformation space.
We note that even the integration of eq 1 from a liquid to an

ideal gas reference state is challenging. Such a procedure will
also involve integrating over a first-order phase transition. One
way to avoid such a phase transition is to take advantage of the
gas−liquid critical point.23 By gradually increasing the pressure
of a liquid at a constant temperature, the free energy difference
between the liquid phase and the supercritical fluid phase can
be obtained by integrating V = (∂G/∂P)T. The supercritical
fluid can then be heated up and converted back into a gas
above the critical point to avoid going directly through the
phase boundary.23 This is a fairly long thermodynamic path
that requires prior knowledge of the critical point of the model
potential.
In this paper, we demonstrate a procedure that can convert a

liquid into an Einstein crystal without a first-order phase
transition, thus allowing identical reference states to be used
for both the solid and the liquid. The determination of the
excess free energy is challenging for strongly interacting
systems, such as water. The use of the same reference state
should lead to better cancelation of dissipative work from the
solid and liquid pathways, thus improving the reliability of the
melting free energy determined.
With our thermodynamic path, the liquid is first converted

into a glass28 and then from the glass to an Einstein crystal.
Due to the similarity between liquid and vitrified glass, the
configuration space overlap is expected to be significantly
greater than an ideal gas reference state for the liquid. Both
vitrification of a liquid and the conversion from glass to
Einstein crystal are very straightforward and easy to converge.
The thermodynamics of glass warrant additional discussions.

Glass is an out-of-equilibrium state with very slow relaxations.
The relaxation time of glass is typically considered to be on the
100 s scale,1 which is at least 8 orders of magnitude longer than
typical simulation lengths. Albeit slow, given infinite time, a
glass should eventually reach equilibrium and fall into the free
energy basin of the crystal. In this sense, the free energy of an
arrested glassy state is not well-defined. These concerns are
avoided for the glassy intermediate method by defining the
“free energy” of each glassy intermediate based only on the
accessible phase space of that intermediate on the simulation
time scale. In this case, each realization of the vitrification will
result in a different glassy intermediate with an associated “free
energy”. Such a free energy is not the free energy of the entire
glass ensemble. This unconventional definition of free energy
will not affect the final excess free energy determination
because the glassy conformation is only an intermediate step in
the thermodynamic path connecting the liquid to the Einstein
crystal. The so-called “free energy” of this intermediate cancels

in the evaluation of the free energy difference between the two
terminal states. Because each realization of the liquid to
Einstein crystal transformation goes through a different glassy
intermediate, only the sum of the work values in all of the steps
of this transformation should be used for further analysis.
Our glassy intermediate path for determining liquid excess

free energy is philosophically similar to an approach by Schmid
and Schilling,29,30 where the free energy for a disordered hard
sphere was determined with the help of a wall potential that
constrains the conformation space to prevent free diffusion.
However, the wall potential requires several parameters and
has no analytical gradients outside of the wall. The latter limits
its application to Monte Carlo based sampling. Our method is
more intuitive, requires fewer parameters, and can be easily
implemented in molecular dynamics for more complex
systems.
In this paper, we first present a validation of the glassy

intermediate protocol by calculating the melting temperature
(TM) of ice Ih as described by the TIP4P water model. The TM
of TIP4P ice Ih has been studied extensively.16,23,31−40 The
choice of this model allows the prediction of our method to be
compared with published values. We then use this method to
calculate the TM of the Water potential from Adaptive force
matching41−44 for Ice and Liquid (WAIL) potential.40 The
WAIL parameters have been reported previously with an
estimated TM.

40 This work provides another estimate of the TM
of the WAIL model along with an independent validation using
the direct coexistence method.34,45−47

Details of the glassy intermediate free energy protocol are
reported in section 2. Simulation parameters are summarized
in section 3. The TM values of TIP4P and WAIL ice Ih are
reported in section 4. Finally, a summary and additional
discussion are provided in section 5.

2. PROTOCOL FOR DETERMINING THE FREE ENERGY
OF MELTING

The free energy difference between an arbitrary state and a
reference state can be measured by many methods, including
TI,10 free energy perturbation,48 nonequilibrium integration
techniques,12 and others.49−52 Although the rates of con-
vergence of these methods differ, the ideas behind these
methods are similar. In every case, the system has to sample a
series of intermediate points between the two terminal states.
Care must be taken to maximize configuration space overlap
between these intermediate state points. A first-order phase
transition is associated with a sudden change of the dominate
configurations; thus, integration of eq 1 through a first-order
phase transition is challenging.
In this paper, we determine the TM of ice Ih by measuring

the difference of the excess free energies of the solid and liquid
phases relative to the Einstein crystal. We use the non-
equilibrium switching method12,13 to integrate eq 1, but any
other integration method would work. We chose the
nonequilibrium switching method because it has been
implemented in our in-house version of DLPOLY.53−55 The
strong overlap of conformation space for all steps in this
approach should facilitate faster convergence for any free
energy determination methods.
Our protocol is illustrated schematically in Figure 1. In our

protocol, the solid phase is converted to the Einstein crystal by
first turning on harmonic tethering with force constant k (step
S1). The instantaneous conformation of the nontethered solid
is used as the tethering point. The electrostatic interactions are

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.9b06840
J. Phys. Chem. B 2019, 123, 7740−7747

7741

http://dx.doi.org/10.1021/acs.jpcb.9b06840


then removed from the tethered solid in the second step (step
S2). Finally, other nonbonded interactions, such as Lennard-
Jones (LJ), are removed in the final step (step S3). The
harmonic tethering is applied before the removal of
intermolecular interactions to avoid vaporization. The excess
free energy of the solid is the negative of the sum of the free
energies according the equation

Δ = − Δ + Δ + ΔG G G G( )solid S1 S2 S2 (2)

When compared to the solid, determining the excess free
energy of the liquid is more challenging. Tethering liquid
molecules directly to form a crystal will cause a first-order
phase transition. One way to avoid such a transition is to
strengthen the intermolecular interactions before introducing
the tethering potential. Strengthening the overall intermolec-
ular interaction is equivalent to lowering the temperature. This
can be understood by considering that the Boltzmann factor
depends on only the ratio of total energy and temperature.
Consequently, the liquid will be converted into a glass when
intermolecular interactions are strengthened. In the glassy
intermediate protocol, rather than strengthening the overall
intermolecular interactions, we increase only electrostatic
interactions in the first step (step L1). Increasing electrostatic
interactions alone is sufficient to cause liquid water to vitrify.
We note that the rate at which liquid is vitrified in step L1

may result in glasses at different stages of aging. However, this
would not cause a problem, because the “free energy” of the
intermediate state is canceled out when the terminal state free
energy difference is calculated. The path is insensitive to the
rate of vitrification, and a relatively high vitrification rate can be
used. The only requirement for the intermediate states is that
the water molecules should be sufficiently vitrified so that they
no longer diffuse appreciably when the tethering potentials are
applied.
From a glassy immediate state, tethering is applied in a

similar fashion to the tethering of the Einstein crystal. This is
followed by the removal of electrostatic and nonbonded
interactions. We will refer to these steps as step L2, applying
tethering restraint; step L3, removing electrostatics; and step
L4, removing other nonbonded interactions.
In our work, the same tethering force constant is used in

steps S1 and L2. If different force constants are used, the free
energy difference between these Einstein crystals will be

Δ = ( )G RT ln k

kEin
t
s

t
l where kt

s and kt
l are the tethering force

constants for the solid and liquid phases, respectively, and R is
the ideal gas constant.
We note that each glassy intermediate configuration has a

different set of tethering points. In addition, these tethering
points will be different from those of tethered ice Ih. The
glassy and ice configurations will also have different densities.
These issues are not of concern because the free energy of an
Einstein crystal is a function of neither the locations of the
tethering points nor the density. This is easily understood
because particles in an Einstein crystal do not interact with
each other and the accessible volume of each harmonic
oscillator is determined only by its force constant.
The nonequilibrium work associated with the realization of

each liquid free energy measurement is calculated by

= + + +W W W W W( )liquid L1 L2 L3 L4 (3)

The liquid free energy is calculated using the total work in eq 3
as

Δ = − · ⟨ ⟩−G RT ln( e )W RT
liquid

/liquid
(4)

where ⟨·⟩ indicates an average over the repetitions.
Finally, the free energy of melting is calculated as

Δ = Δ − Δ + ΔG G G Gmelting liquid solid Ein (5)

where ΔGEin is zero in this work because the tethering force
constant is the same for the solid and liquid branches of the
cycle.
It is worth commenting that once the tether points are

determined in step S1 for the solid and step L2 for the liquid
all subsequent calculations can be run in parallel. Obviously,
the solid and liquid free energy computations can be
performed independently.
A question remains as to the choice of the optimal force

constant for tethering. Generally, a relatively small force
constant will lead to a smaller free energy associated with
tethering, so that the tethering steps S1 and L2 will be easier to
converge. In practice, difficulty arises with potentials that have
a very repulsive van der Waals core, for example, TIP4P. If the
molecules are allowed to oscillate around the tethering point
too much, the removal of short-range repulsion in steps S3 and
L4 becomes numerically challenging. This problem has been
discussed in the literature, with one possible solution being the
use of a soft-core potential56 for the removal of LJ interactions.
Rather than implementing the soft-core potential, a simpler
approach is to use larger tethering constants. A stronger
tethering potential will restrict the conformation space
accessible to the molecule during the removal of the repulsive
potential. Consequently, the need to sample the highly
numerically challenging part of the LJ potential is eliminated,
allowing stable convergence of steps S3 and L4.

3. SIMULATION DETAILS
In our study, the initial solid phase was created following the
electrostatic switching procedure published previously to
sample different proton orientations of ice.57 The electrostatic
switching method creates proton disordered ice Ih config-
urations with the correct ensemble weight. For the TIP4P
model, all of the simulations were performed with a 1 fs time
step. For the WAIL simulations, a time step of 0.5 fs was used.
For both ice Ih and liquid water simulations, parallelepiped
boxes containing 300 water molecules were used with three-
dimensional periodic boundary conditions. The ice Ih box was

Figure 1. Thermodynamics steps used for melting free energy
determination.
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constructed by stacking the four water molecule unit cell of ice
Ih (Figure 2) five times along the a and b lattice directions and

three times along the c lattice direction. Such a box size is
similar to those used in the literature.16,58,59 For the WAIL
potential, a Nose−́Hoover thermostat with a relaxation
constant of 0.2 ps was used for steps S1, S2, L1, L2, and L3.
The Nose−́Hoover chain thermostat60 with a chain length of
four also with a 0.2 ps relaxation constant was coupled to each
degree of freedom for steps S3 and L4. The Nose−́Hoover
chains60 were used to avoid a previously discussed sampling
problem for weakly coupled systems.57 For the TIP4P
potential, a Nose−́Hoover thermostat with a relaxation
constant of 0.2 ps was used for every step. Long-range
electrostatics were modeled with the particle mesh Ewald
method.54,61 Simulations were performed with a modified
version of the DLPOLY version 2.16 program.
The TIP4P densities were determined at each temperature

from a 10 ns simulation performed in the constant number of
particles, stress tensor, and temperature (NST) ensemble for
the solid. For the liquid, the corresponding simulations were
performed in the constant number of particles, pressure, and
temperature (NPT) ensemble. The temperature and stress
tensor were controlled in this density determination step with
the Melchionna modification of the Hoover algorithm62 with a
thermostat relaxation constant of 2 ps and a barostat relaxation
constant of 10 ps. The TIP4P ice and water densities were
found to be in good agreement with those from prior studies of
Vega and co-workers.63 When determining the melting
temperature for the WAIL potential, the experimental density
at each temperature for ice Ih and liquid water was used. The
densities used for TIP4P and WAIL are summarized in Table
1.
For TIP4P, the melting free energies were measured at five

temperatures in the range from 220 to 240 K, and for WAIL,
the melting free energies were measured at three temperatures
in the range from 253 to 293 K. To avoid sampling problems

with the repulsive region of the intermolecular potential, the
force constant was chosen so that a thermal energy of kBT
would lead to a (0.1 Å)2 variance for the position distribution
around the tethering point. A tethering potential was applied
to each atom of a water molecule; thus, that tethered water
would not rotate freely. This significantly reduced the
rotational entropy of water, thus facilitating convergence.

The actual force constants used are summarized in Table 2.
In steps S1 and L2, tethering was switched on according to the
formula

∑λ λ= · · ⃗ − ⃗H k r r( )
1
2

( )t 0
2

(6)

where r0⃗ are the tether points, ktis the tethering force constant,
and the sum is over all of the tethered atoms. Due to the use of
a large tethering force constant, tethering was turned on
gradually in three steps for the TIP4P and WAIL potentials
with a duration of 5 or 1 ns for each step, respectively.
In steps S2, L1, and L3, electrostatics are switched according

to the formula

∑λ λ
πε

=H
q q

r
( )

1
4

i j

ij
elec

0 (7)

where the sum is taken over all intermolecular charge pairs
with Ewald.64 For switching on electrostatics, this procedure is
found to give similar performance when compared to the
optimal switching function approach.65 In step L1, λ is
increased from 1 to 1.32 in 3 ns for the TIP4P potential and
from 1 to 1.21 in 2 ns for the WAIL potential. The values 1.32
and 1.21 correspond to enhancing each individual charge by 15
and 10%, respectively. The λ range was chosen so that both

Figure 2. Ice Ih unit cell containing four water molecules. The
hydrogen atoms are shown in one of the many possible arrangements.

Table 1. Densities Used at Each Temperature for Ice Ih and
Liquid Water

density (g/mL)

T (K) water model ice Ih liquid

220 TIP4P 0.943 0.996
225 TIP4P 0.940 1.006
230 TIP4P 0.941 1.001
235 TIP4P 0.940 1.005
240 TIP4P 0.939 1.006
253 WAIL 0.921 0.993
273 WAIL 0.917 0.998
293 WAIL 0.917 0.998

Table 2. Force Constant Used at Each Temperature for Ice
Ih and Liquid Water

force constant (kcal/(mol·Å2))

T (K) water model ice Ih liquid

220 TIP4P 174.783 174.783
225 TIP4P 178.756 178.756
230 TIP4P 182.728 182.728
235 TIP4P 186.701 186.701
240 TIP4P 190.673 190.673
253 WAIL 100.500 100.500
273 WAIL 108.445 108.445
293 WAIL 116.390 116.390
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water models were fully vitrified at the highest temperature
simulated. In this work, the mean-square displacement of water
is required to be less than 1 Å2/ns to be considered vitrified.
In steps S2 and L3, λ is decreased to 0 in 8 ns for the TIP4P

model and in 5 ns for the WAIL model. In steps S3 and L4, the
short-range non-Coulombic interactions are switched off in 2.5
ns for the TIP4P model and in 2 ns for the WAIL model
according to the formula

λ λ= ·H U( )sr sr (8)

where Usr is the oxygen−oxygen LJ interactions for the TIP4P
potential and the Buckingham and short-range hydrogen
bond40,42 interactions for the WAIL potential. Although it is
possible to remove electrostatics and nonbonded interactions
simultaneously,66 we did not follow such an approach because
it is straightforward to run both steps in parallel. For steps S3
and L4, the system was equilibrated in the starting
conformation for 0.5 ns before switching was initiated. The
simulation times used at every step for the TIP4P and WAIL
are summarized in Table 3.
We note that vitrification in step L1 is competing with

crystallization. For the formation of water ice, fortunately
spontaneous crystallization is prohibitively slow on a molecular
scale. Thus, any vitrification rate that can be practically used in
this step should work. For materials where crystallization is
quick even on the simulation time scale, one may have to find a
vitrification path that suppresses crystallization. For example,
for LJ particles, one may have to increase the particle size
parameter σ only on a fraction of the particles to cause
vitrification. It is known that binary mixtures of LJ particles do
not crystallize easily and are thus good glass formers.67

Also, care has to be taken because excessive diffusion in step
L2 could lead to numerical challenges. Thus, liquid has to be
sufficiently vitrified in step L1 to ensure insensitivity to the
tethering time scale in step L2. As mentioned previously, we
require a mean-square displacement of no more than 1 Å2 for
each nanosecond. In this case, tethering should be applied over
a duration of several nanoseconds. In the Supporting
Information, we determined the melting free energy by
doubling the vitrification time (L1) from 3 to 6 ns and
reducing the tethering time in the liquid tethering steps from 5
to 3 ns. The modified protocol leads to a melting temperature
of 230 K, which is within our estimated error bar of TM. Thus,
our glassy intermediate protocol is stable with respect to a wide
range of rational choices of switching speeds.

4. DETERMINATION OF THE MELTING
TEMPERATURE OF ICE IH

Table 4 reports the excess free energies for the liquid and solid
phases. The free energy estimates were calculated with

Jarzynski’s estimator12 over 20 repetitions for TIP4P and 10
repetitions for WAIL. The error bars were determined with
bootstrap resampling with replacement.68 For solid simu-
lations, Jarzynski’s estimator was applied independently to each
step. As discussed previously, because each realization of the
liquid to Einstein crystal transformation goes through a
different glassy state, the Jarzynski estimator was applied
only to the sum of the liquid steps. A detailed report of the
procedure for the melting free energy calculation including the
integrated work of each repetition is reported in the
Supporting Information for TIP4P at 240 K to serve as an
example.
The ΔGmelting for TIP4P is plotted in Figure 3a. A negative

ΔGmelting indicates that the liquid phase is more stable. A linear
least-square fit to the data indicates that the TIP4P model has
a TM of 232 ± 1 K. The TM of ice Ih for the TIP4P model has
been studied extensively. For example, Fernandez et al.34

estimated it to be 230 ± 3 K; Bai et al.34 and Koyama et al.33

independently determined it to be around 229 K, and the Vega
group34,38,59 reported it to be 232 ± 5 K. The 232 ± 1 K TM in
this work is in close agreement with these studies.
In our work, different proton configurations were sampled,

with the electrostatic switching method published previ-
ously.40,57 Thus, the Pauling entropy69 is not added to our
solid-state free energy.
The excess free energies for the solid and liquid of the WAIL

water are also reported in Table 4 and plotted in Figure 3b. A
linear least-squares regression gives a TM of 272 ± 1 K. This is
consistent with the previously reported value of 271 K.40 As

Table 3. Simulation Time for the TIP4P and WAIL Model at Each Stepa

step

liquid model L1 L2.1 L2.2 L2.3 L3.1 L3.2 L4

description vitrification apply 1%
of kt

apply 10%
of kt

apply 100%
of kt

restore electrostatics to the
model value

remove
electrostatics

remove other nonbonded
interactions

simulation
(ns)

TIP4P 3 5 5 5 3 5 2.5

WAIL 2 1 1 1 5 5 2
solid model S1.1 S1.2 S1.3 S2 S3

description apply 1% of kt apply 10% of kt apply 100% of kt remove electrostatics remove other nonbonded interactions
simulation (ns) TIP4P 5 5 5 5 2.5

WAIL 1 1 1 5 2
akt is the tethering force constant.

Table 4. Excess Free Energies for the Ice Ih and Liquid
Water, Reported in kcal/mol

ΔG (kcal/mol)

T (K) water model ice Ih liquid

220 TIP4P 15.850 15.811
225 TIP4P 15.941 15.918
230 TIP4P 16.040 16.034
235 TIP4P 16.135 16.136
240 TIP4P 16.229 16.267
253 WAIL −16.218 −16.099
273 WAIL −16.391 −16.391
293 WAIL −16.621 −16.767
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reported previously,40 the WAIL potential also correctly
reproduces the radial distribution functions of both ice Ih
and liquid water. Additionally, it produces a temperature of
maximum density of 9 °C and predicts the correct heat of
vaporization after quantum nuclear effects are properly
modeled with path-integral molecular dynamics.40

The entropy of melting can be obtained by measuring the
slopes in Figure 3. The TIP4P entropy of melting is 3.54 ±
0.47 cal/mol·K, in reasonable agreement with the value of 4.56
cal/mol·K reported previously by Vega et al.70 The WAIL
entropy of melting is 6.44 ± 1.19 cal/mol·K, overestimating
the experimental value of 5.25 cal/mol·K.71 This over-
estimation is consistent with the missing quantum nuclear
effect in this study based on classical molecular dynamics.72

The experimental entropy of melting of D2O is about 0.2 cal/
mol·K higher than that of H2O.

73,74 The entropy of melting is
a thermodynamic property that should not depend on the
isotope mass within classical statistical mechanics; the
observed difference in entropy of melting for heavy water
indicates that accounting for nuclear quantum effects should
have a negative contribution to the entropy. Thus, a classical
simulation should overestimate the experimental entropy of
melting when a Born−Oppenheimer model potential is being
used.
In order to perform an independent verification of the WAIL

TM, simulations of an ice slab in liquid water was performed
following the direct coexistence method.34,36,45,75 The initial
configuration contained 7 layers of ice and 300 liquid
molecules. The system was kept at 1 atm at a series of
temperatures close to 272 K. The temperature and pressure
were maintained with the Nose−́Hoover thermostat and the
anisotropic Parrinello−Rahman barostat, respectively. A
thermostat relaxation time of 0.2 ps and a barostat relaxation
time of 2 ps were used. The potential energy of the ice−water
coexistence at 270 and 271 K is reported as a function of time

in Figure 4. The potential energy increased with time at 271 K,
indicating gradual melting of ice, which is exothermic. At 270

K, the potential energy decreased, consistent with gradual
growth of ice. This observation is in good agreement with the
prediction of our free energy study.

5. SUMMARY
In this work, the glassy intermediate scheme is shown to be
capable of measuring the excess free energy of liquid water
relative to an Einstein crystal without going through a first-
order phase transition. This is accomplished by taking
advantage of the fact that vitrification of a liquid occurs
without a singularity in response functions. Although the free
energy of glass is not well-defined, a “free energy” can be
evaluated for each glassy intermediate state. Such an
intermediate state is used to complete the thermodynamic
path for the transformation from a liquid to an Einstein crystal.
Because the “free energy” of the intermediate state cancels, the
excess free energy relative to the Einstein crystal is insensitive
to the choice of the intermediate state. Going through such
glassy intermediate states allows the excess free energy of a
liquid to be determined without integrating over a singularity.
Combined with the excess free energy of the solid, we
demonstrated a protocol to determine the melting free energy
of ice. In our procedure, once the tethering points have been
determined, all remaining steps can be performed in parallel.
Considering the large overlap of configuration space

between liquid and glassy water and similarly between the
intermediate and Einstein crystal tethered to the glassy
configuration, the glassy intermediate approach follows a
highly efficient thermodynamic path. The thermodynamic path
was tested for the determination of TM for both the TIP4P and
WAIL water potentials. The TM of TIP4P was determined to
be 232 ± 1 K, which is in good agreement with literature
values. The TM of WAIL water was determined to be 272 ± 1
K and agrees well with that of real water. Additionally, the TM
of WAIL is corroborated with direct coexistence simulations,
which give TM values between 270 to 271 K. Considering that
no experimental data was fit to develop the WAIL potential,
the good prediction of TM is encouraging validation of the
quality of such an electronic structure based potential.40

Although vitrification of liquid water is challenging
experimentally, liquid water can be easily vitrified in a
simulation. Admittedly our method may not be applicable to
materials that undergo rapid crystallization even on a
nanosecond time scale during a simulation. However, for
many materials, where vitrification can be achieved, our glassy

Figure 3. Gibbs free energy of melting for TIP4P (a) and WAIL (b)
water models as a function of temperature. A positive value indicates
that ice Ih is more stable. The dotted line is the linear least-squares fit
used to interpolate the melting temperature.

Figure 4. Potential energy for an ice−water interface with 591 water
molecules described by the WAIL potential reported as a function of
time at 270 and 271 K.
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intermediate method can be used to calculate the excess free
energy of the liquid.
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