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Chapter 1

Second quantization and coherent
states

1.1 Quantum mechanics NO§1.1

Basic concepts

• States and observables: position eigenstates |r⟩, momentum eigenstates |p⟩:

r̂ |r⟩ = r |r⟩ , (1.1)
p̂ |p⟩ = p |p⟩ . (1.2)

The concept of STATE can be generalized to eigenstates of any observables/operators, not
limited to the position/momentum. An example is the spin eigenstate:

ŝz |±⟩ = ±
ℏ
2
|±⟩ . (1.3)

• Hilbert space: all states with finite norms.
• Completeness (closure) relations: ∫

dr |r⟩ ⟨r| = 1, (1.4)∫
dp |p⟩ ⟨p| = 1, (1.5)

|ψ⟩ =
∫

dr |r⟩ ⟨r|ψ⟩ ≡
∫

dr |r⟩ψ(r). (1.6)

– Note that 1 here (with or without a subscript) denotes an identity operator. It is as-
sociated with a particular Hilbert space. Identity operators associated with different
Hilbert spaces are not equal:

|+⟩ ⟨+|+ |−⟩ ⟨−| = 1S. (1.7)

1 ̸= 1S. (1.8)

• Overlaps between states:

⟨r|r′⟩ = δ(r − r′), (1.9)
⟨p|p′⟩ = δ(p− p′), (1.10)

⟨r|p⟩ =
(

1

2πℏ

)3/2

exp

(
ip · r
ℏ

)
. (1.11)

Schrödinger equation
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• Wave function
ψ(r) ≡ ⟨r |ψ⟩ . (1.12)

• Momentum operator in the position basis:

⟨r |p̂|ψ⟩ =
∫

dp ⟨r |p⟩ ⟨p |p̂|ψ⟩ =
(

1

2πℏ

)3/2 ∫
dpeip·r/ℏp ⟨p |ψ⟩ (1.13)

= −iℏ ∂

∂r

∫
dp ⟨r |p⟩ ⟨p |ψ⟩ = −iℏ ∂

∂r
⟨r|ψ⟩ ≡ −iℏ∂ψ(r)

∂r
. (1.14)

• Schrödinger equation:

iℏ
d

dt
|ψ⟩ =

[
p̂2

2m
+ V (r̂)

]
|ψ⟩ , (1.15)

iℏ
∂ψ(rt)

∂t
= ⟨r|

[
p̂2

2m
+ V (r̂)

]
|ψ⟩ =

[
1

2m

(
−iℏ ∂

∂r

)2

+ V (r)

]
ψ(r). (1.16)

Heisenberg and Schrödinger representations

• In the Schrödinger representation, states evolve with time:

|ψ(t)⟩ = e−iĤt/ℏ |ψ(0)⟩ . (1.17)

• In the Heisenberg representation, operators (observables) evolve with time:

p̂(H)(t) = eiĤt/ℏp̂e−iĤt/ℏ. (1.18)

• The two representations are equivalent:

⟨ψ(t) | p̂ |ψ(t)⟩ =
〈
ψ(0)

∣∣∣ eiĤt/ℏp̂e−iĤt/ℏ
∣∣∣ψ(0)〉 (1.19)

=
〈
ψ(0)

∣∣∣ p̂(H)(t)
∣∣∣ψ(0)〉 . (1.20)

1.2 Quantum statistical mechanics NO§2.1

Statistical ensembles

• Micro-canonical ensemble: fixed energy and particle number. The system is assumed to
be ergodic.

• Canonical ensemble: fixed particle number, exchange energy with a thermal reservoir

ρ̂ ∝ e−βĤ , (1.21)

where β ≡ 1/kBT . Note that e−βĤ could be interpreted as an imaginary-time evolution
operator with t = −iℏβ:

e−βĤ = e−iĤ(−iℏβ)/ℏ. (1.22)

• Grand canonical ensemble: exchange both the energy and particles.

ρ̂ ∝ e−β(Ĥ−µN̂). (1.23)

K̂ ≡ Ĥ − µN̂ is called grand-canonical Hamiltonian.

Thermodynamic limit N,V →∞, N/V → ρ.

• All three ensembles are equivalent in the thermodynamic limit .
• Exceptwhen someobservable has divergent fluctuations–phase transitions and symmetry-
breaking systems.
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Partition function
Z = Tre−β(Ĥ−µN̂).

Grand canonical potential
Ω = − 1

β
lnZ. (1.24)

Expectation values 〈
R̂
〉
= Trρ̂R̂, (1.25)

ρ̂ =
1

Z
e−β(Ĥ−µN̂), (1.26)

Thermodynamic relations can be inferred from the statistical mechanics

−∂Ω
∂µ

=
1

Z
TrN̂e−β(Ĥ−µN̂) ≡ N, (1.27)

−∂Ω
∂T

= −
Ω−

〈
Ĥ − µN̂

〉
T

≡ S, (1.28)

− ∂Ω
∂V

= P. (1.29)

Note that in the thermodynamic limit, Ωmust be proportional to V . Therefore Ω = −PV .

1.3 Identical particles NO§1.2

The quantum mechanics can be generalized for many-particle systems.
Product states can be constructed from orthonormal single particle states |α⟩:

|α1 . . . αN ) ≡ |α1⟩ ⊗ |α2⟩ ⊗ · · · ⊗ |αN ⟩ . (1.30)

Note that we use |) to denote the product states.

Overlap between product states:

(α1 . . . αN |α′
1 . . . α

′
N ) = ⟨α1 |α′

1⟩ ⟨α2 |α′
2⟩ . . . ⟨αN |α′

N ⟩ , (1.31)
ψα1...αN (r1 . . . rN ) ≡ (r1 . . . rN |α1 . . . αN )

= ψα1
(r1)ψα2

(r2) . . . ψαN (rN ). (1.32)

Closure relation ∑
α1...αN

|α1 . . . αN ) (α1 . . . αN | = 1. (1.33)

Exchange symmetry
Only totally symmetric (Bosons) and anti-symmetric states (Fermions) are observed in nature:

ψ (rP1, rP2, . . . , rPN ) = ψ (r1, r2, . . . , rN ) (Bosons), (1.34)
ψ (rP1, rP2, . . . , rPN ) = (−1)Pψ (r1, r2, . . . , rN ) (Fermions). (1.35)

Statistics theorem: Bosons (Fermions) have integer (half-integer) spins.

Normalize symmetrized states are constructed from the product states by applying symmetriza-
tions:

P̂ψ (r1, r2, . . . , rN ) =
1

N !

∑
P

ζPψ (rP1, rP2, . . . , rPN ) , (1.36)

|α1 . . . αN ⟩ =

√
N !∏
α nα!

P̂ |α1 . . . αN ) , (1.37)

ψSym.
α1...αN (r1 . . . rN ) =

1√
N !
∏
α nα!

∑
P

ζPψα1
(rP1)ψα2

(rP2) . . . ψαN (rPN ) (1.38)
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where we introduce the symbol

ζ =

{
1 (Bosons)

−1 (Fermions)
. (1.39)

Note that P̂ is a projection operator:
P̂2 = P̂. (1.40)

Overlap
⟨β1 · · ·βN |α1 · · ·αN ⟩ =

1√∏
β nβ !

∏
α nα!

S (⟨βi|αj⟩), (1.41)

where S is a permanent or determinant for Bosons and Fermions, respectively, defined
by

Per (M) =
∑
P

M1,P1M2,P2 . . .MN,PN , (1.42)

det (M) =
∑
P

(−1)PM1,P1M2,P2 . . .MN,PN . (1.43)

Closure relation can be obtained from Eq. (1.33) by applying the projection P̂ :∑
α1...αN

P̂ |α1 . . . αN ) (α1 . . . αN | P̂ = P̂. (1.44)

∑
α1...αN

∏
α nα!

N !
|α1 . . . αN ⟩ ⟨α1 . . . αN | = 1P, (1.45)

where 1P ≡ P̂ is the identity operator of the projected space.

1.4 Creation and annihilation operators

1.4.1 Basics NO§1.4

Creation operator adds a particle

a†α |α1 . . . αN ⟩ =
√
nα + 1 |αα1 . . . αN ⟩ , (Boson), (1.46)

a†α |α1 . . . αN ⟩ =

{
|αα1 . . . αN ⟩ α /∈ {α1, . . . , αN}
0 α ∈ {α1, . . . , αN}

, (Fermion). (1.47)

Vacuum state |0⟩: a state with no particle. Note that it is not a zero state! A symmetrized state
can be created from the vacuum state by

|α1 . . . αN ⟩ =
1√∏
α nα!

a†α1
a†α2

. . . a†αN |0⟩ . (1.48)

Commutation relations: the symmetry or antisymmetry properties of themany-particle states
impose commutation or anticommutation relations between the creation operators:

â†αâ
†
β − â

†
β â

†
α ≡ [â†α, â

†
β ]− = 0 (Bosons) (1.49)

â†αâ
†
β + â†β â

†
α ≡ [â†α, â

†
β ]+ = 0 (Fermions) (1.50)

Fock space: the creation operator changes the number of particles. Therefore, the space of all states
should include all Hilbert spaces with different numbers of particles:

B = B0 ⊕ B1 ⊕ . . . , (1.51)
F = F0 ⊕F1 ⊕ . . . . (1.52)
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Closure relations: (1.45)

|0⟩ ⟨0|+
∞∑
N=1

∑
α1...αN

∏
α nα!

N !
|α1 . . . αN ⟩ ⟨α1 . . . αN | = 1. (1.53)

Annihilation operator aα is the adjoint of a†α, and removes a particle:

aα |α1 . . . αN ⟩ =
1
√
nα

N∑
i=1

ζi−1δα,αi |α1 . . . αi−1αi+1 . . . αN ⟩ . (1.54)

Commutator between the creation and annihilation operators is NO p. 14

[aα, a
†
β ]− ≡ aαa

†
β − a

†
βaα = δαβ , (Bosons) (1.55)

[aα, a
†
β ]+ ≡ aαa

†
β + a†βaα = δαβ .(Fermions) (1.56)

Number representation labels stateswith the numbers of particles occupying single-particle states:

|α1 . . . αN ⟩ ⇒ |nα1nα2 . . . ⟩ , (1.57)

• Bosons:

aαi |nα1
nα2

. . . ⟩ = √nαi |nα1
nα2

. . . (nαi − 1) . . . ⟩ , (1.58)
a†αi |nα1nα2 . . . ⟩ =

√
nαi + 1 |nα1nα2 . . . (nαi + 1) . . . ⟩ . (1.59)

• Fermions

aαi |nα1
nα2

. . . ⟩ =

{
(−1)

∑i−1
j=1 nαj |nα1nα2 . . . (nαi → 0) . . . ⟩ nαi = 1

0 nαi = 0
, (1.60)

a†αi |nα1
nα2

. . . ⟩ =

{
(−1)

∑i−1
j=1 nαj |nα1

nα2
. . . (nαi → 1) . . . ⟩ nαi = 0

0 nαi = 1
. (1.61)

Basis transformation: The creation/annihilation operators with respect to two bases |α⟩ and |α̃⟩
are related by:

â†α̃ =
∑
α

⟨α | α̃⟩ â†α, (1.62)

âα̃ =
∑
α

⟨α̃ |α⟩ âα. (1.63)

Field operators are creation/annihilation operators in the position basis:

ψ̂(r) =
∑
α

ϕα(r)âα. (1.64)

It is obtained by setting |α̃⟩ = |r⟩.

[ψ̂(r), ψ̂(r′)]−ζ = [ψ̂†(r), ψ̂†(r′)]−ζ = 0, (1.65)
[ψ̂(r), ψ̂†(r′)]−ζ = δ(r − r′). (1.66)

Second quantization expresses a physical quantity in terms of the creation and annihilation oper-
ators:

Number operator:
n̂α = a†αaα. (1.67)

One-body operator Û =
∑
i ûi:

Û =
∑
αβ

⟨α | û |β⟩ a†αaβ . (1.68)
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Proof
• We choose the eigenstates of ûi as the single-particle basis:

û |u⟩ = u |u⟩ . (1.69)

• We can calculate a general matrix element:

〈
u′1 . . . u

′
N

∣∣∣ Û ∣∣∣u1 . . . uN〉 =

(∑
i

ui

)
⟨u′1 . . . u′N |u1 . . . uN ⟩ (1.70)

=

(∑
u

nuu

)
⟨u′1 . . . u′N |u1 . . . uN ⟩ . (1.71)

• Therefore
Û =

∑
u

⟨u | û |u⟩ n̂u =
∑
u

⟨u | û |u⟩ â†uau. (1.72)

• Transform from the diagonal basis to a general basis by applying Eqs. (1.62, 1.63).
Kinetic energy and single-body potential

T̂ = − ℏ2

2m

∫
drψ̂†(r)∇2ψ̂(r), (1.73)

Û =

∫
drU (r) ψ̂†(r)ψ̂(r). (1.74)

Two-body operator V̂ = (1/2)
∑
ij v̂ij :

V̂ =
1

2

∑
αβγδ

(αβ |v̂| γδ) a†αa
†
βaδaγ . (1.75)

Note the order of the state indexes, and that thematrix element is calculated with product
states instead of symmetrized states.
Proof

• We assume that a two-body operator V̂ may be diagonalized in product states:

v̂ |αβ) = vαβ |αβ) . (1.76)

• We can calculate a general matrix element:

⟨α′
1 . . . α

′
N | v̂ |α1 . . . αN ⟩ =

1

2

∑
i ̸=j

vαiαj

 ⟨α′
1 . . . α

′
N |α1 . . . αN ⟩ . (1.77)

• The number of times that vαβ appears in the summation is nαnβ for α ̸= β and
nα(nα − 1) for α = β. We can thus define a operator to count the number:

P̂αβ = n̂αn̂β − δαβn̂α = â†αâ
†
β âβ âα. (1.78)

and
V̂ =

1

2

∑
αβ

vαβP̂αβ . (1.79)

• Transform from the diagonal basis to a general basis by applying Eqs. (1.62, 1.63).
Interaction

V̂ =
1

2

∫
drdr′v(r − r′)ψ̂†(r)ψ̂†(r′)ψ̂(r′)ψ̂(r). (1.80)

Normal ordering: all creation operators are to the left of annihilation operators.
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1.4.2 Second quantized Hamiltonians
From the“Hamiltonian of everything”, one can deduce variousmodelHamiltonians appropriate for
different physical circumstances. The hierarchy of these models is shown in the following diagram:

Hamiltonian of “everything”

K̂ =
∑
σ

∫
drψ̂†

σ(r)

[
− ℏ2

2me
∇2

r − µ
]
ψ̂σ(r) +

1

2

∑
σσ′

∫
drdr′

e2

|r − r′|
ψ̂†
σ(r)ψ̂

†
σ′(r

′)ψ̂σ′(r′)ψ̂σ(r)︸ ︷︷ ︸
K̂e

−
Ni∑
i=1

∑
σ

∫
dr

Zie
2

|r −Ri|
ψ̂†
σ(r)ψ̂σ(r)︸ ︷︷ ︸

V̂ei

−
∑
i

ℏ2

2Mi
∇2

Ri
+

1

2

∑
ij

ZiZje
2

|Ri −Rj |︸ ︷︷ ︸
Ĥi

frozen ions vibrating ions

Electron-phonon couplingignore lattice potential

Jellium model of the degenerate

effect of lattice potential

Bloch wave functions, Wannier functions

second quantized in

second quantized in Bloch basis

Tight-binding model (1.87)
ignore the Umklapp processes

one band, intra-site interaction only

Hubbard model (1.90)

interaction in a single site

Anderson impurity model (1.92)

isolated spin limit

Kondo model (1.93)

electron gas

the Wannier basis

(1.82)

(1.83)

(1.84, 1.85)

Degenerate Electron gas FW§3

Ĥ = − ℏ2

2m

∑
σ

∫
drψ̂†

σ(r)∇2ψ̂σ(r) +
∑
σ

∫
drVb(r)ψ̂

†
σ(r)ψ̂σ(r)

+
1

2

∑
σσ′

∫
drdr′

e2

|r − r′|
ψ̂†
σ(r)ψ̂

†
σ′(r

′)ψ̂σ′(r′)ψ̂σ(r), (1.81)

where Vb(r) denotes the potential exerted by a uniform positive charge background (jellium
model). In the momentum basis φk = V−1/2eik·r , the Hamiltonian can be written as:

Ĥ =
∑
kσ

ℏ2k2

2m
â†kσâkσ +

e2

2V
∑
q ̸=0

∑
kσ,pσ′

4π

q2
â†k+qσâ

†
p−qσ′ âpσ′ âkσ. (1.82)

Note that the q = 0 component of the interaction is canceled by the potential of the positive
charge background.

Electron-phonon coupling describes the interaction between electrons and the vibrations of ions
in a solid: HJ§3.1

Ĥel−ph =
1√
V

∑
kq

Mqâ
†
k+qâkĉq + h.c. (1.83)
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withMq being the matrix element of the electron-phonon coupling.

Electrons in periodic potential are relevant for solids. The counterparts of the momentum basis
and the position basis are the Bloch states φnk(r) and the Wannier states wn (r −Ri), respec-
tively. They are related by:

wn(r −Ri) =
1√
N

∑
k∈B.Z.

e−ik·Riφnk(r), (1.84)

φnk(r) =
1√
N

∑
Ri

eik·Riwn(r −Ri). (1.85)

Note that the momentum conservation is modified to:

k1 + k2 = k′
1 + k′

2 +K, (1.86)

with a reciprocal wave-vectorK . It leads to the UMKLAPP scattering process when |K| ̸= 0.

Tight-binding models are Hamiltonians second quantized in the Wannier function basis. A gen-
eral single-band tight-binding Hamiltonian can be written as: AS§2.2

Ĥ = −
∑
ij,σ

tij â
†
iσâjσ +

∑
ii′jj′

Uii′jj′ â
†
iσâ

†
i′σ′ âj′σ′ âjσ. (1.87)

In particular, interacting terms are classified as:

Direct coupling: Uii′ii′ = Vii′ , and HU =
∑
ii′ Vii′ n̂in̂i′ ;

Exchange coupling: Jij ≡ Uijji, and ĤU = −2
∑
ij Jij

(
Ŝi · Ŝj + 1

4 n̂in̂j

)
, where Ŝi is the“spin

operator”:
Ŝi =

1

2

∑
σσ′

â†iστ̂σσ′ âiσ′ , (1.88)

with Pauli matrices

τ̂x =

[
0 1
1 0

]
, τ̂y =

[
0 −i
i 0

]
, τ̂z =

[
1 0
0 −1

]
. (1.89)

Hubbard model The single band tight-binding model with well localized atomic orbits could be
approximated as: FR§2

Ĥ = −t
∑
⟨ij⟩,σ

[
â†iσâjσ + h.c.

]
+ U

∑
i

n̂i↑n̂i↓, (1.90)

where ⟨ij⟩ denotes that i and j are nearest neighbors.
The interacting part can be alternatively written as:

ĤU ≡ U
∑
i

n̂i↑n̂i↓ = −2U

3

∑
i

∣∣∣Ŝi∣∣∣2 + NeU

2
, (1.91)

Anderson impurity model describes the interaction between conduction band electrons and an
impurity:

Ĥ =
∑
σ

ϵf f̂
†
σ f̂σ + Un̂f↑n̂f↓ +

∑
kσ

[
Vkf̂

†
σâkσ + h.c.

]
+
∑
kσ

ϵkâ
†
kσâkσ. (1.92)

Kondo model describes the interaction between conduction band electrons and a local spin:

Ĥ =
∑
kσ

ϵkâ
†
kσâkσ − JŜ

(i) · Ŝ(e)
0 , (1.93)

where Ŝ
(e)
0 denotes an electron-spin operator Eq. (1.88) at the origin. The Anderson impurity

model is reduced to the Kondo model in the limit U → ∞ for a deeply buried impurity. The
physics of the Kondo model is the origin of correlation effects in heavy-Fermion systems. See
Ref. [10].
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1.5 Coherent states NO§1.5

Coherent states are the eigenstates of the annihilation operators:

âα |ϕ⟩ = ϕα |ϕ⟩ . (1.94)

Note that one cannot define the eigenstates of the creation operators.
For Fermions, the eigenvalues cannot be ordinary numbers because annihilation operators anti-

commute. They must be GRASSMANN NUMBERS:

ϕαϕβ + ϕβϕα = 0. (1.95)

1.5.1 Boson coherent states
Definition

|ϕ⟩ = e
∑
α ϕαa

†
α |0⟩. (1.96)

Overlap
⟨ϕ|ϕ′⟩ =

〈
0
∣∣∣ e∑α ϕ

∗
αâα

∣∣∣ϕ′〉 = e
∑
α ϕ

∗
αϕ

′
α ⟨0 |ϕ′⟩ = exp (ϕ∗ · ϕ′) . (1.97)

Note that coherent states do not form an orthonormal basis. Instead, they form an over-
complete basis.

Closure relation ∫
dµ(ϕ)|ϕ⟩⟨ϕ| = 1. (1.98)

dµ(ϕ) ≡
∏
α

dϕαdϕ
∗
α

2πi
e−

∑
α|ϕα|

2

≡
∏
α

d(Reϕα)d(Imϕα)

π
e−

∑
α|ϕα|

2

. (1.99)

Proof

• One can show that the right hand side of the relation commutes with all creation and an-
nihilation operators. According to Schur’s lemma, it must be proportional to the identity
operator.

• To prove the commutability, one can show

â†α |ϕ⟩ = â†αe
∑
α ϕαâ

†
α |0⟩ = ∂

∂ϕα
e
∑
α ϕαâ

†
α |0⟩ = ∂

∂ϕα
|ϕ⟩ , (1.100)

[
â†α, |ϕ⟩ ⟨ϕ|

]
=

(
∂

∂ϕα
− ϕ∗α

)
|ϕ⟩ ⟨ϕ| , (1.101)

then inserts the relation into the integral and integrates by parts.

Trace

TrÂ =
∑
n

〈
n
∣∣∣ Â ∣∣∣n〉 =

∑
n

∫
dµ (ϕ) ⟨n |ϕ⟩

〈
ϕ
∣∣∣ Â ∣∣∣n〉

=
∑
n

∫
dµ (ϕ)

〈
ϕ
∣∣∣ Â ∣∣∣n〉 ⟨n |ϕ⟩ = ∫ dµ(ϕ)

〈
ϕ
∣∣∣ Â ∣∣∣ϕ〉 . (1.102)

Coherent state representation

|ψ⟩ =
∫

dµ(ϕ) |ϕ⟩ ⟨ϕ |ψ⟩ ≡
∫

dµ(ϕ) |ϕ⟩ψ(ϕ∗), (1.103)

where we define a wave function ψ(ϕ∗) ≡ ⟨ϕ|ψ⟩. It is an anti-holomorphic function of ϕ∗.

• All coherent states form a Segal-Bargmann space [9].
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• One can set up a“Schrödinger equation”for ψ(ϕ∗). An application of the representation
can be found in Ref. [8].

Representation of operators:

âα →
∂

∂ϕ∗α
, (1.104)

â†α → ϕ∗α. (1.105)

Proof 〈
ϕ
∣∣ â†α ∣∣ψ〉 = ϕ∗ ⟨ϕ |ψ⟩ ≡ ϕ∗ψ (ϕ∗) , (1.106)

⟨ϕ | âα |ψ⟩ =
∫

dµ(ϕ′) ⟨ϕ | âα |ϕ′⟩ ⟨ϕ′ |ψ⟩ =
∫

dµ(ϕ′)ϕ′αe
ϕ∗·ϕ′

ψ (ϕ′∗) (1.107)

=
∂

∂ϕ∗α

∫
dµ(ϕ′)eϕ

∗·ϕ′
ψ (ϕ′∗) =

∂ψ (ϕ∗)

∂ϕ∗α
. (1.108)

Unit-operator: One can prove the identity

ψ (ϕ′∗) =

∫
dµ(ϕ)eϕ

′∗·ϕψ (ϕ∗) (1.109)

by appending ⟨ϕ′| to both sides of Eq. (1.103).

Matrix-elements of normal-ordered operators:〈
ϕ
∣∣∣ Â (â†, â) ∣∣∣ϕ′〉 = A (ϕ∗, ϕ′) eϕ

∗·ϕ′
. (1.110)

Average and variance of the particle number

N̄ ≡

〈
ϕ
∣∣∣ N̂ ∣∣∣ϕ〉
⟨ϕ |ϕ⟩

=
∑
α

|ϕα|2 , (1.111)

(∆N)
2 ≡

〈
ϕ

∣∣∣∣ (N̂ − N̄)2 ∣∣∣∣ϕ〉
⟨ϕ |ϕ⟩

= N̄ . (1.112)

In the limit of N̄ → ∞, ∆N/N̄ → 0, a coherent state can be interpreted as a classical field.
For instances, the coherent states of phonons correspond to classical sound waves, and the
coherent states of photons correspond to classical electromagnetic fields.

1.5.2 Grassmann algebra
Grassmann algebra is defined by a set of generators {ξα}, α = 1 . . . n which anti-commute:

ξαξβ + ξβξα = 0. (1.113)

A matrix representation of Grassmann numbers requires matrices of dimension at least 2n ×
2n [1]. It is obvious:

ξ2α = 0. (1.114)

Number in the Grassmann algebra is a linear combination with coefficients of the generators:

{1, ξα, ξα1
ξα2

, . . . , ξα1
ξα2

. . . ξαn}. (1.115)

Note that a complex number could also be regarded as a linear combination of generators
{1, i}.
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Conjugate has properties:

(ξα)
∗
= ξ∗α, (1.116)

(ξ∗α)
∗
= ξα, (1.117)

(λξα)
∗
= λ∗ξ∗α, (1.118)

(ξα1 . . . ξαn)
∗
= ξ∗αn . . . ξ

∗
α1
. (1.119)

Function

f(ξ) = f0 + f1ξ, (1.120)
A(ξ∗, ξ) = a0 + a1ξ + ā1ξ

∗ + a12ξ
∗ξ. (1.121)

Derivative is defined to be identical to the complex derivative, except that ∂ξ has to be anti-commuted
through until it reaches to act on ξ:

∂

∂ξ
(ξ∗ξ) = −ξ∗. (1.122)

Note that ∂ξ and ∂ξ∗ also anti-commute.

Integral is defined by the rules: ∫
dξ 1 =

∫
dξ∗ 1 = 0, (1.123)∫

dξ ξ =

∫
dξ∗ ξ∗ = 1. (1.124)

• Note that
∫
dξ∗ξ is not defined! Just treat ξ and ξ∗ as two independent variables.

• Anti-commute between an integral and another integral, or an integral and a Grassmann
variable.

• The integral coincides with the derivative.

Reproducing kernel (Dirac function)

δ(ξ, ξ′) = − (ξ − ξ′) , (1.125)

f(ξ) =

∫
dξ′δ(ξ, ξ′)f(ξ′). (1.126)

Scalar product of Grassmann functions:

⟨f | g⟩ ≡
∫

dξ∗dξ e−ξ
∗ξf∗(ξ)g(ξ∗) (1.127)

=

∫
dξ∗dξ (1− ξ∗ξ) (f∗0 + f∗1 ξ) (g0 + g1ξ

∗) (1.128)

= −
∫

dξ∗dξ ξ∗ξf∗0 g0 +

∫
dξ∗dξ ξξ∗f∗1 g1 (1.129)

= f∗0 g0 + f∗1 g1. (1.130)

1.5.3 Fermion coherent states
Definition

|ξ⟩ = e−
∑
α ξαâ

†
α |0⟩ =

∏
α

(
1− ξαâ†α

)
|0⟩ . (1.131)

âα |ξ⟩ = ξα |ξ⟩ , (1.132)
⟨ξ| â†α = ⟨ξ| ξ∗α, (1.133)

â†α |ξ⟩ = −
∂

∂ξα
|ξ⟩ , (1.134)

⟨ξ| âα = +
∂

∂ξ∗α
⟨ξ| . (1.135)
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• ξα is a Grassmann number –The Fermion Fock space must be enlarged to define a coher-
ent state.

• ξ, ξ∗, â, and â† anti-commute, and (ξâ)
†
= â†ξ∗.

Proof

âα |ξ⟩ =
∏
β ̸=α

(
1− ξβ â†β

) (
âα + ξαâαâ

†
α

)
|0⟩ =

∏
β ̸=α

(
1− ξβ â†β

)
ξα |0⟩

=
∏
β ̸=α

(
1− ξβ â†β

)
ξα
(
1− ξαâ†α

)
|0⟩ = ξα |ξ⟩ (1.136)

â†α |ξ⟩ =
∏
β ̸=α

(
1− ξβ â†β

) (
â†α + ξαâ

†
αâ

†
α

)
|0⟩ =

∏
β ̸=α

(
1− ξβ â†β

)
â†α |0⟩

=
∏
β ̸=α

(
1− ξβ â†β

)(
− ∂

∂ξα

)(
1− ξαâ†α

)
|0⟩ = − ∂

∂ξα
|ξ⟩ (1.137)

Overlap
⟨ξ | ξ′⟩ = eξ

∗·ξ′ (1.138)

Closure relation ∫ ∏
α

dξ∗αdξαe
−ξ∗·ξ |ξ⟩ ⟨ξ| = 1. (1.139)

Trace of an operator:

TrÂ =
∑
n

〈
n
∣∣∣ Â ∣∣∣n〉 =

∫ ∏
α

dξ∗αdξαe
−ξ∗·ξ

∑
n

⟨n | ξ⟩
〈
ξ
∣∣∣ Â ∣∣∣n〉

=

∫ ∏
α

dξ∗αdξαe
−ξ∗·ξ

∑
n

〈
−ξ
∣∣∣ Â ∣∣∣n〉 ⟨n | ξ⟩

≡
∫ ∏

α

dξ∗αdξαe
−ξ∗·ξ

〈
−ξ
∣∣∣ Â ∣∣∣ ξ〉 . (1.140)

The extra minus sign is due to∫
dξ∗dξ e−ξ

∗·ξg(ξ)f(ξ∗) =

∫
dξ∗dξ e−ξ

∗·ξf(−ξ∗)g(ξ). (1.141)

Coherent state representation

|ψ⟩ =
∫ ∏

α

dξ∗αdξαe
−ξ∗·ξ |ξ⟩ ⟨ξ |ψ⟩ ≡

∫ ∏
α

dξ∗αdξαe
−ξ∗·ξ |ξ⟩ψ(ξ∗). (1.142)

⟨ξ | âα |ψ⟩ =
∂

∂ξ∗α
ψ(ξ∗), (1.143)〈

ξ
∣∣ â†α ∣∣ψ〉 = ξ∗αψ(ξ

∗), (1.144)

Matrix element of a normal-ordered operator〈
ξ
∣∣∣ Â (â†, â) ∣∣∣ ξ′〉 = eξ

∗·ξ′A (ξ∗, ξ′) . (1.145)

Caveats

• There are no classical interpretation of the coherent states of Fermions.

• No viable approximation (e.g., stationary-phase approximation) exists.
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1.5.4 Gaussian integrals
For complex variables ∫ ∏

i

dz∗i dzi
2πi

e−z
†Hz+J†z+z†J = [detH]

−1
eJ

†H−1J . (1.146)

H is a matrix with a positive-definite Hermitian part.

For Grassmann variables ∫ ∏
dη∗i dηie

−η†Hη+J†η+η†J = [detH] eJ
†H−1J . (1.147)

Both {ηi, η∗i } and {Ji,J∗
i } are Grassmann variables. H is not necessary to be positive definite.

• The law for linear transformations of Grassmann variables:∫ ∏
dζ∗i dζiP (ζ∗, ζ) =

∣∣∣∣∂(η∗, η)∂(ζ∗, ζ)

∣∣∣∣ ∫ ∏ dη∗i dηiP (ζ∗(η∗, η), ζ(η∗, η)) . (1.148)

Note that the Jacobian is inverted.
• For more general cases involving ηiηj and η∗i η∗j quadratic terms, a generalized Gaussian
integral formula can be found in Ref. [20].

1.6 Summary

Commutation relation
[
âα, â

†
β

]
−ζ

= δαβ , [âα, âβ ]−ζ =
[
â†α, â

†
β

]
−ζ

= 0.

Coherent state |ξ⟩ = exp
(
ζ
∑
α ξαâ

†
α

)
|0⟩

Operations âα |ξ⟩ = ξα |ξ⟩, â†α |ξ⟩ = ζ∂ξα |ξ⟩, ⟨ξ| â†α = ⟨ξ| ξ∗α, ⟨ξ| âα = ∂ξ∗α ⟨ξ|

Matrix element ⟨ξ|Â(â†, â)|ξ′⟩ = eξ
∗·ξ′A(ξ∗, ξ′)

Closure relation 1 =
∫
dµ(ξ) |ξ⟩ ⟨ξ|

Trace TrÂ =
∫
dµ(ξ) ⟨ζξ|Â|ξ⟩

Representation |ψ⟩ =
∫
dµ(ξ) |ξ⟩ψ(ξ∗), ψ(ξ∗) = ⟨ξ|ψ⟩, ⟨ξ|â†α|ψ⟩ = ξ∗αψ(ξ

∗), ⟨ξ|âα|ψ⟩ = ∂ξ∗αψ(ξ
∗)

Gaussian integral∫ ∏
α

dξ∗αdξα
N

e−
∑
αβ ξ

∗
αHαβξβ+

∑
α(η

∗
αξα+ξ

∗
αηα) = [detH]

−ζ
e
∑
αβ η

∗
αH

−1
αβ ηβ

ζ =

{
1 Bosons

−1 Fermions

dµ(ξ) =
∏
α

dξ∗αdξα
N

e−ξ
∗·ξ

N =

{
2πi Bosons

1 Fermions

ξ∗ · ξ′ =
∑
α

ξ∗αξ
′
α
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Problems
1. A set of N particles are in single-particle states |β1⟩ . . . |βN ⟩. The single-particle states have

the coordinate representation ⟨r|βi⟩ = ψβi(r). Show the coordinate representations of the
normalized symmetrized many-body states for Bosons and Fermions by using the overlap
formula Eq. (1.41).

2. Second quantization:

(a) Derive Eq. (1.82).
(b) Determine the commutation relations of Ŝi defined in (1.88). Are they the same as those

for angular momentum operators?
(c) Prove Eq. (1.91) by making use of the identity τab · τcd = 2δadδbc − δabδcd.

3. Derive the closure relation Eq. (1.98) by

(a) showing ∫
dµ(ϕ) |ϕ⟩ ⟨ϕ| =

∑
n

|n⟩ ⟨n| . (1.149)

(b) and the closure relation Eq. (1.45) can be written as∑
{nα}

|nα1
nα2

. . . ⟩ ⟨nα1
nα2

. . . | = 1. (1.150)

4. Boson coherent states in the largeN limit could be interpreted as classical fields. For example,
a classical electromagnetic field can be viewed as a coherent state of photons. This can also be
seen in another system, i.e., the harmonic oscillator with

Ĥ =
p̂2

2m
+

1

2
mω2x̂2 (1.151)

(a) Show
Ĥ = ℏω

(
â†â+

1

2

)
(1.152)

with

x̂ =

√
ℏ

2mω

(
â† + â

)
(1.153)

p̂ = i

√
ℏωm
2

(
â† − â

)
(1.154)

and â and â† satisfy the commutation relations of Boson annihilation and creation oper-
ators. Therefore, a harmonic oscillator can be viewed as a phonon system.

(b) Assume that the system is in the coherent state |ϕ0⟩ at t = 0. Show that the state at the
finite time t is

|ψ(t)⟩ = e−iωt/2 |ϕ0e−iωt⟩ . (1.155)

(c) Determine the expectation value ⟨x̂⟩, ⟨p̂⟩, and
〈
Ĥ
〉
with respect to |ψ(t)⟩. Compare the re-

sultswith those for a classical harmonic oscillatorwith initial values x(t = 0) =
√

2ℏ/mω|ϕ0|
and p(t = 0) = 0.

5. Prove the identity of integral by part for Grassmann variables:∫
dξ∗dξe−ξ

∗ξ

(
ξ − ∂

∂ξ∗

)
A(ξ, ξ∗) = 0, (1.156)

for any A.
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Chapter 2

Green’s functions

We define a set of quantities called Green’s functions:

• Properties of a many-particle system, e. g., quasi-excitations and spectral weights, can be ex-
tracted from the Green’s functions.

• A wide range of observables of direct experimental interest may also be related to them.

We first introduce time-ordered Green’s functions, which are special because they could be conve-
niently evaluated by using the functional integrals (see §3). For general circumstances, one has to
introduce more species of Green’s functions. In equilibrium, the different species of the Green’s func-
tions can be related by the fluctuation-dissipation theorem. More generally, they can be unified into
a single Green’s function defined on a time contour.

2.1 Green’s functions and observables

2.1.1 Time-ordered Green’s functions
Real-time Green’s function

G(n) (α1t1, . . . αntn;α
′
1t

′
1, . . . α

′
nt

′
n) = (−i)n

〈
T̂
[
â(H)
α1

(t1) . . . â
(H)
αn (tn)â

(H)†
α′
n

(t′n) . . . â
(H)†
α′

1
(t′1)

]〉
,

(2.1)

where the superscript (H) denotes the Heisenberg representation. (1.18)The Green’s function could
be evaluated by using the functional integrals for an equilibrium system at the zero temperature.
(See §4.3)

Time-ordered product rearranges operators in descending order of time:

T̂
[
Ô(H)(t1)Ô

(H)(t2) . . . Ô
(H)(tn)

]
= ζP Ô(H)(tP1)Ô

(H)(tP2) . . . Ô
(H)(tPn). (2.2)

P is a permutation which orders the time such that tP1 > tP2 > . . . tPn, and yields normal
order at equal times.

Single-particle Green’s function

G (αt;α′t′) = −i
〈
T̂
[
â(H)
α (t)â

(H)†
α′ (t′)

]〉
. (2.3)

It can be interpreted as the propagation amplitude of an added particle/hole:

G (αt;α′t′) = −i


〈
â
(H)
α (t)â

(H)†
α′ (t′)

〉
=
∑
n ρn

〈
â†αΨn(t)|e−iĤ(t−t′)/ℏ|â†α′Ψn(t

′)
〉

t > t′

ζ
〈
â
(H)†
α′ (t′)â

(H)
α (t)

〉
= ζ

∑
n ρn

〈
âα′Ψn(t

′)|e−iĤ(t′−t)/ℏ|âαΨn(t)
〉

t ≤ t′
.

(2.4)
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Equation of motion of a non-interacting system: By assuming theHamiltonian K̂0 =
∑
α (ϵα − µ) â†αâα,

we have

iℏ
∂

∂t
G0 (αt;α

′t′) = ℏ
〈[
âα, â

†
α′

]
−ζ

〉
δ(t− t′) + (ϵα − µ)G0 (αt;α

′t′)

= ℏδαα′δ(t− t′) + (ϵα − µ)G0 (αt;α
′t′) , (2.5)

where we make use of the relation:

iℏ
∂â

(H)
α (t)

∂t
=
[
â(H)
α (t), K̂0

]
= (ϵα − µ) â(H)

α (t). (2.6)

The equation of motion can be solved by imposing the boundary conditions:

G0(αt, α
′t′) = −iδαα′

{
1 + ζnα t→ t′ + 0+

ζnα t→ t′
, (2.7)

where nα ≡
〈
â†αâα

〉
is the occupation number of the state α.

The solution is

G0(αt;α
′t′) = −iδαα′e−

i
ℏ (ϵα−µ)(t−t′) [θ(t− t′ − η) (1 + ζnα) + θ(t′ − t+ η)ζnα] , (2.8)

where η ≡ 0+ in the θ-function is to fix the value of the Green’s function at the equal time.
The Fourier transform is

G̃0αα′(ω) ≡
∫ ∞

−∞
dtG0(αt;α

′t′)eiω(t−t
′)

= δαα′

[
1 + ζnα

ω − (ϵα − µ) /ℏ+ iη
− ζnα
ω − (ϵα − µ) /ℏ− iη

]
eiωη. (2.9)

For interacting systems, the equation of motion is related to higher order Green’s func-
tions and not closed by itself.

Thermal Green’s function is the Green’s function for the imaginary time t = −iτ , τ ∈ [0, ℏβ):1

G(n) (α1τ1, . . . αnτn;α
′
1τ

′
1, . . . α

′
nτ

′
n) = (−1)n

〈
T
[
â(H)
α1

(τ1) . . . â
(H)
αn (τn)â

(H)†
α′
n

(τ ′n) . . . â
(H)†
α′

1
(τ ′1)

]〉
,

(2.10)

where

â(H)
α (τ) ≡ e K̂ℏ τ âαe−

K̂
ℏ τ , (2.11)

â(H)†
α (τ) ≡ e K̂ℏ τ â†αe−

K̂
ℏ τ . (2.12)

Note that â(H)†
α (τ) and â(H)

α (τ) are not Hermitian adjoints.
The thermal-Green’s function can be evaluated by using the functional integrals for an equilib-
rium system at the finite temperature.

• It is introduced for facilitating the calculations of finite-temperature equilibrium systems.
• It exploits the property that the equilibrium density matrix can be regarded as a time-
evolution operator for a time-interval t = −iℏβ. (1.22)

• It displays the (anti-)periodicity: FW§24

G|τi=0 = ζ G|τi=ℏβ , (2.13)

where τi denotes one of the time arguments of the Green’s function.
1The definition has an extra factor (−1)n, to be consistent with Fetter-Walecka’s definition. See FW Eq. (23.6).
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Proof

G (α0;α′τ ′) = − ζ
Z
Tr
[
e−βK̂ â

(H)†
α′ (τ ′)âα

]
= − ζ

Z
Tr
[
e−βK̂

(
eβK̂ âαe

−βK̂
)
â
(H)†
α′ (τ ′)

]
≡ − ζ

Z
Tr
[
e−βK̂ â(H)

α (ℏβ) â(H)†
α′ (τ ′)

]
= ζG (α ℏβ;α′τ ′) . (2.14)

Matsubara frequency: Because of the periodicity Eq. (2.13), the thermal Green’s function can
be related to its Fourier transform by

G (ατ, α′τ ′) =
1

ℏβ
∑
n

e−iωn(τ−τ ′)Gαα′ (ωn) , (2.15)

Gαα′ (ωn) =

∫ ℏβ

0

dτeiωn(τ−τ
′)G (ατ, α′τ ′) , (2.16)

wherewe assume that the system is time-independent, andhenceG (ατ, α′τ ′) = G (α τ − τ ′, α′0).
The discrete set of frequencies is defined by

ωn =

{
2πn
ℏβ Boson
(2n+1)π

ℏβ Fermion
, n ∈ Z (2.17)

Equation of motion: For a non-interacting system, we can establish: (2.5)(
− ∂

∂τ
− ϵα − µ

ℏ

)
G0(ατ, α′τ ′) = δαα′δ(τ − τ ′). (2.18)

• The solution is (2.7)

G0(ατ, α′τ ′) = −δαα′e−(ϵα−µ)(τ−τ ′)/ℏ [θ(τ − τ ′ − η) (1 + ζnα) + ζθ(τ ′ − τ + η)nα] . (2.19)

• The periodicity Eq. (2.13) yields

ζnα = ζe−β(ϵα−µ) (1 + ζnα) , (2.20)

nα =
1

eβ(ϵα−µ) − ζ
, (2.21)

which is the Bose-Einstein (ζ = 1) or Fermi-Dirac (ζ = −1) distribution function.
• The Fourier transform is

G0αα′(ωn) = δαα′
eiωnη

iωn − (ϵα − µ) /ℏ
. (2.22)

2.1.2 Evaluation of Observables NO§5.1

Kinetic energy 〈
T̂
〉
= iζ

∫
d3r

[
− ℏ2

2m
∇2

rG
(
rt; r′t+

)]
r′=r

(1.73)(2.23)

= iζV
∫

d3kdω

(2π)4
ℏ2k2

2m
G̃(k, ω)eiωη, (2.24)

where t+ ≡ t+ 0+, and

G
(
rt; r′t+

)
= −i

〈
T̂
[
ψ̂(H)(rt)ψ̂(H)†(r′t+)

]〉
, (2.25)

G̃(k, ω) =

∫
dr

∫
dtG (rt; r′t′) e−ik·(r−r′)+iω(t−t′). (2.26)
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Interaction energy 〈
V̂
〉
=

iζ

2

∫
d3r

[(
iℏ
∂

∂t
+

ℏ2

2m
∇2

r + µ

)
G (rt; r′t′)

]
r′=r,t′=t+

(2.27)

=
iζ

2
V
∫

d3kdω

(2π)4
eiωη

(
ℏω − ℏ2k2

2m
+ µ

)
G̃(k, ω). (2.28)

To derive the formula, we make use of the identity:

ψ̂†(rt)iℏ
∂ψ̂(rt)

∂t
= ψ̂†(rt)

(
− ℏ2

2m
∇2 − µ

)
ψ̂(rt)+

∫
dr′ψ̂†(rt)ψ̂†(r′t)v(r−r′)ψ̂(r′t)ψ̂(rt). (2.29)

Total energy

E0 =
〈
T̂ + V̂

〉
=

iζ

2

∫
d3r

[(
iℏ
∂

∂t
− ℏ2

2m
∇2

r + µ

)
G (rt; r′t′)

]
r′=r,t′=t+

(2.30)

=
iζ

2
V
∫

d3kdω

(2π)4
eiωη

(
ℏω +

ℏ2k2

2m
+ µ

)
G̃(k, ω) (2.31)

=
1

2
ζV 1

ℏβ
∑
ωn

∫
d3k

(2π)3
eiωnη

(
iℏωn +

ℏ2k2

2m
+ µ

)
G̃(k, ωn) (2.32)

Note: The use of the one-particle Green’s function for evaluating the total energy could be dan-
gerous: a seemingly innocuous approximation having little effect on one-particle properties
may have a large uncontrolled effect on the energy.

2.1.3 Response functions NO§2.1

Linear Responses

Conductivity To calculate the conductivity of a system, we introduce an external electric field,
and see how much the electric current is generated:

• The external electric field induces a modification to the Hamiltonian

∆Ĥ = −e
∫

drρ̂(r)ϕ(r), (2.33)

where ϕ(r) is the electric potential, and ρ̂(r) ≡ ψ̂†(r)ψ̂(r) is the density operator.
• We need to calculate the expectation value of the electric current density operator

ĵ(r) =
ieℏ
2m

{
ψ̂†(r)

[
∇ψ̂(r)

]
−
[
∇ψ̂†(r)

]
ψ̂(r)

}
, (2.34)

to the linear order of the electric field, or ϕ(r).
• A linear response has a useful property: the total response to multiple fields is the sum of
the responses to each field.

Linear response formula We consider a time-dependent infinitesimally small external field:

ĤU (t) = Ĥ + ÔU(t). (2.35)

Evolution operator |ψ(tf)⟩ = Û(tf , ti) |ψ(ti)⟩:

iℏ
d

dt
Û(t, ti) = ĤU (t)Û(t, ti), (2.36)

Û(tf , ti) = T̂ exp

[
− i

ℏ

∫ tf

ti

ĤU (t)dt

]
≡ lim
M→∞

e−iϵĤU (tM )/ℏe−iϵĤU (tM−1)/ℏ . . . e−iϵĤU (t1)/ℏ,

(2.37)
where we split the time interval [ti, tf ] intoM infinitesimally small time intervals ϵ ≡
(tf − ti)/M , and tk = ti + (k− 1)ϵ, k = 1 . . .M . The evolution operator for the full time
interval is obtained by accumulating the action of the evolution operator for each
small time interval.
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Response of a wave-function

δ |ψ(t)⟩ =
∫ t

ti

dt1U(t1)
δÛ(t, ti)
δU(t1)

∣∣∣∣∣
U→0

|ψ(ti)⟩ , (2.38)

δÛ(t, ti)
δU(t1)

∣∣∣∣∣
U→0

= − i

ℏ
Û(t, t1)ÔÛ(t1, ti)

∣∣∣∣
U→0

= − i

ℏ
e−

i
ℏ Ĥ(t−ti)Ô(H)(t1), (2.39)

δ |ψ(t)⟩ = − i

ℏ
e−

i
ℏ Ĥ(t−ti)

∫ t

ti

dt1Ô
(H)(t1) |ψ (ti)⟩U(t1). (2.40)

where

Ô(H)(t) ≡ e i
ℏ Ĥ(t−ti)Ôe−

i
ℏ Ĥ(t−ti). (2.41)

Expectation value of an observable R̂:

δR(t) =
∑
n

ρn

[〈
ψn(t)

∣∣∣ R̂ ∣∣∣ δψn(t)〉+
〈
δψn(t)

∣∣∣ R̂ ∣∣∣ψn(t)〉] (2.42)

= − i

ℏ

∫ ∞

−∞
dt1θ(t− t1)

〈[
R̂(H)(t), Ô(H)(t1)

]〉
U(t1), (2.43)

Dr
RO(t, t

′) ≡ δR(t)

δU(t′)
= − i

ℏ
θ(t− t′)

〈[
R̂(H)(t), Ô(H)(t′)

]〉
. (2.44)

We see that:
• The response function is a retarded one.
• It is related to a correlation function between operators.

Scattering experiments

• An external particle interactsweaklywith the constituents of amany-body system through
an interaction v(r − r′). Examples include electron energy loss spectroscopy (EELS) and
neutron scattering. The scattering cross section is related to the density correlation func-
tion:

σ(q, ω) = |vq|2
∫

dteiωt
〈
ρ̂†q (t) ρ̂q

〉
, (2.45)

where ρ̂q =
∑
i exp (−iq · r̂i) is the Fourier transform of the density operator, and vq is the

Fourier transform of the interaction.
Proof
– We determine the transition matrix element of an external particle scattered from
wave-vector k to k + q, and the probed system from |α⟩to |β⟩:

Tαβ(q) =

∫
dr

〈
β

∣∣∣∣∣ e−i(k+q)·r
∑
i

v (r − ri) e
ik·r

∣∣∣∣∣α
〉

= vq

〈
β

∣∣∣∣∣∑
i

e−iq·ri

∣∣∣∣∣α
〉

= vq ⟨β | ρ̂q |α⟩ . (2.46)

– The scattering cross-section is determined by Fermi’s Golden rule:

σα (q, ω) =
2π

ℏ
|vq|2

∑
β

δ (Eβ − Eα − ℏω) |⟨β | ρ̂q |α⟩|2 (2.47)

= |vq|2
∑
β

∫
dt e−i(Eβ−Eα)t/ℏ+iωt |⟨β | ρ̂q |α⟩|2 (2.48)

= |vq|2
∑
β

∫
dt eiωt

〈
α
∣∣∣ eiĤt/ℏρ̂†qe−iĤt/ℏ

∣∣∣β〉 ⟨β | ρ̂q |α⟩ (2.49)

= |vq|2
∫

dt eiωt
〈
α
∣∣ ρ̂†q(t)ρ̂q ∣∣α〉 . (2.50)
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A "f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, "f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital "i

k and an (N"1)-particle term:

! i
N!A "i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#"f
k!Hint!"i

k$#!m
N"1!! i

N"1$ , (8)

where #"f
k!Hint!"i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!&f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h )*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (- ) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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Figure 2.1: The spectral function can be measured by the angle-resolved photoemission spec-
troscopy (ARPES) technique. The measured intensity is proportional to f(ω)A(k, ω), where f(ω)
is the Fermi distribution function. (b) and (c) illustrate the spectral functions of non-interacting
systems and interacting Fermi-liquid system, respectively. Ref. [7]

– Average over the initial state α.
• Angle-resolved photoemission spectroscopy (ARPES): a photon excites a photoelectron out
of a many-body system (see Fig. 2.1) [7]:

Ik(ω) ∝
∫

dteiωt
〈
â†k (0) âk(t)

〉
. (2.51)

2.1.4 Species of Green’s functions HJ§3.2

Time-ordered Green’s function

G(rt; r′t′) = −i
〈
T
[
ψ̂(rt)ψ̂†(r′t′)

]〉
(2.52)

Retarded Green’s function

Gr(rt; r′t′) = −iθ(t− t′)
〈[
ψ̂(rt), ψ̂†(r′t′)

]
−ζ

〉
. (2.53)

Advanced Green’s function

Ga(rt; r′t′) = iθ(t′ − t)
〈[
ψ̂(rt), ψ̂†(r′t′)

]
−ζ

〉
. (2.54)

Lesser Green’s function
G<(rt; r′t′) = −iζ

〈
ψ̂†(r′t′)ψ̂(rt)

〉
. (2.55)

Greater Green’s function
G>(rt; r′t′) = −i

〈
ψ̂(rt)ψ̂†(r′t′)

〉
. (2.56)

Relations
Gr −Ga = G> −G<, (2.57)

G = θ(t− t′)G> + θ(t′ − t)G< = G< +Gr = G> +Ga, (2.58)
Gr = θ (t− t′)

[
G> −G<

]
, (2.59)

Ga = −θ (t′ − t)
[
G> −G<

]
, (2.60)

where the Green’s functions all have the argument (rt; r′t′).

Conjugate relations

Ga(rt; r′t′) = [Gr(r′t′; rt)]
∗
, (2.61)

G<(rt; r′t′) = −
[
G<(r′t′; rt)

]∗
, (2.62)

G>(rt; r′t′) = −
[
G>(r′t′; rt)

]∗
. (2.63)
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Why?

• G has a systematic perturbation theory in an equilibrium system.
• Gr/a have a nicer analytic structure and are directly related to physical responses.
• G<,> are directly related to observables and the interpretations of scattering experiments.

2.2 Fluctuation-dissipation theorem
For equilibrium systems, all the Green’s functions can be linked via the fluctuation-dissipation theo-
rem.

2.2.1 Real time Green’s functions HJ§3.3

Spectral function

A(k, ω) = i [Gr(k, ω)−Ga(k, ω)] = −2ImGr(k, ω) (2.64)
= i
[
G>(k, ω)−G<(k, ω)

]
(2.65)

=

∫ ∞

−∞
dt eiωt

〈
âk(t)â

†
k − ζâ

†
kâk(t)

〉
. (2.66)

• The spectral function can be directly measured by using ARPES technique [7].
• Sum rule: ∫ ∞

−∞

dω

2π
A(k, ω) =

〈[
âk(t), â

†
k(t)

]
−ζ

〉
= 1. (2.67)

• The density of states can be computed by

ρ(ω) =

∫
d3k

(2π)3
A(k, ω). (2.68)

• For a non-interacting system,

A (k, ω) = 2πδ

(
ω − ϵk − µ

ℏ

)
. (2.69)

It indicates that a particle with the momentum ℏk has a definite energy ϵk.
• In an interacting electron system, A (k, ω) for k near the Fermi surface usually shows the
peak-dip-hump structure: a peak (coherent peak) near ω = 0, a dip, and a high-energy
broad hump (incoherent peak). The finite width of the coherent peak indicates the finite
lifetime of a quasi-particle. See Fig. 2.1(c).

• In equilibrium, all the Green’s functions can be related to the spectral function.

Fluctuation-Dissipation relations

G<(k, ω) = −ζ i

Z

∫
dt eiωt

∑
n,m

e−βKnei(Km−Kn)t/ℏ
〈
n
∣∣∣ â†k ∣∣∣m〉 ⟨m | âk |n⟩ (2.70)

= −ζ i

Z

∑
n,m

2πδ

(
ω − Kn −Km

ℏ

)
e−βKn |⟨m | âk |n⟩|2 , (2.71)

G>(k, ω) = − i

Z

∑
n,m

2πδ

(
ω − Kn −Km

ℏ

)
e−βKm |⟨m | âk |n⟩|2 . (2.72)

We obtain
G>(k, ω) = ζeβℏωG<(k, ω). (2.73)
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• Making use of the definition Eq. (2.65), we have

G<(k, ω) = −iζnζ(ω)A(k, ω), (2.74)
G>(k, ω) = −i [1 + ζnζ(ω)]A(k, ω), (2.75)

nζ(ω) ≡
1

eβℏω − ζ
. (2.76)

• Making use of Eqs. (2.58-2.60), we have G(k, ω)
Gr(k, ω)
Ga(k, ω)

 =

∫
dω1

2π
A(k, ω1)


− ζnζ(ω1)
ω−ω1−iη +

1+ζnζ(ω1)
ω−ω1+iη

1
ω−ω1+iη

1
ω−ω1−iη

 . (2.77)

• It follows:

Re

 G(k, ω)
Gr(k, ω)
Ga(k, ω)

 = P
∫

dω1

2π

A(k, ω1)

ω − ω1
, (2.78)

Im

 G(k, ω)
Gr(k, ω)
Ga(k, ω)

 =


−
[
tanh βℏω

2

]−ζ
−
+

 1

2
A(k, ω). (2.79)

2.2.2 Thermal Green’s function and analytic continuation FW§31

The thermal Green’s function can also be related to the spectral function by:

G(k, ωn) =
∫ ∞

−∞

dω1

2π

A(k, ω1)

iωn − ω1
(2.80)

The derivation is similar to that for the real-time Green’s functions.

Analytic continuation: The real-time Green’s functions at the finite temperature can be obtained
from the thermal Green’s function via the process of the ANALYTIC CONTINUATION:

1. We have: (2.77)

Gr(k, ω) = G(k, ωn)|iωn→ω+iη , (2.81)
Ga(k, ω) = G(k, ωn)|iωn→ω−iη . (2.82)

2. With an analytic form of the thermal Green’s function, the spectral function can be deter-
mined by (2.64)

A(k, ω) = i
[
G(k, ωn)|iωn→ω+iη − G(k, ωn)|iωn→ω−iη

]
. (2.83)

3. Other real-timeGreen’s function can thenbe obtained by applying the fluctuation-dissipation
relations Eqs. (2.74–2.77).

2.3 Non-equilibrium Green’s function HJ§4

Motivation We introduce the non-equilibrium (Keldysh’s, or time contour-ordered) Green’s func-
tion because:

• The real-time Green’s function are directly related to physical observables. Unfortunately, they
are difficult to calculate.

• The analytic continuation is only useful when we have an analytic expression for the thermal
Green’s function. If determined numerically, the thermal Green’s function is only defined for
a discrete set of the Matsubara frequencies.
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Ret

Imt

−T0/2 C1 +

C2−Cβ

−T0/2− iℏβ

Figure 2.2: Time contour C for defining the non-equilibrium Green’s functions. Note that Green’s
functions in the vertical part of the contour have the (anti-) periodicity Eq. (2.13). Adapted from
HJ§4.3.

• When the system is not an equilibrium one (e.g., a system driven by a strong external field
beyond the linear response regime), the analytic continuation cannot apply.

• By introducing the non-equilibrium Green’s function, all real-time Green’s functions can be
unified into a single Green’s function.

• It is motivated by the observation that all real-time Green’s function (e.g.,G>) can be converted
to a contour-ordered trace:

G>(rt; r′t′) = −i
〈
ψ̂(H)(rt)ψ̂(H)†(r′t′)

〉
= −i

Tr
[
e−βĤ Û

(
−T0

2 , t
)
ψ̂(r)Û (t, t′) ψ̂†(r′)Û

(
t′,−T0

2

)]
Tre−βĤ

= −i
Tr
[
Û
(
−T

−
0

2 − iℏβ,−T
−
0

2

)
Û
(
−T

−
0

2 , t−
)
ψ̂(r)Û (t−, t′+) ψ̂†(r′)Û

(
t′+,−T

+
0

2

)]
Tre−βĤ

= −i
Tr
[
T̂Ce

− i
ℏ
∫
C

dtĤ(t)ψ̂(rt−)ψ̂†(r′t′+)
]

Tr
[
T̂Ce

− i
ℏ
∫
C
dtĤ(t)

] , (2.84)

where ψ̂(rt−) and ψ̂†(r′t′+) in the last line are not Heisenberg operators: their time arguments
just indicate where they should appear. A time (contour) ordered trace can be conveniently
evaluated by using functional integrals.

Time contour is defined in Fig. 2.2.

Contour-ordered Green’s function is defined as

GC(rt, r
′t′) = −i 1

Z
Tr
[
T̂Ce

− i
ℏ
∫
C

dtĤ(t)ψ̂(rt)ψ̂†(r′t′)
]
. (2.85)

• There are two-branches of the real time: C1 and C2. The real-time Green’s functions can
be obtained by assigning appropriate branches to their time arguments:

G(rt, r′t′) = G11
C (rt, r′t′), (2.86)

G>(rt, r′t′) = G21
C (rt, r′t′), (2.87)

G<(rt, r′t′) = G12
C (rt, r′t′). (2.88)

• The four components of GC are not independent:

G11
C +G22

C = G12
C +G21

C . (2.89)
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2.4 Summary
The following diagram shows the choices of the Green’s functions for different circumstances:

Equilibrium?

Yes

Zero temperature?

Yes

No

Real-time formalism?

Real-time Green’s function Thermal Green’s function (2.10) Contour Green’s function

No Yes

No

(Analytic continuation)(2.1) (2.85)

Problems
1. Determine the Fourier transform of Eq. (2.8). A useful identity is:

θ(t) =

∫
dω

2πi

eiωt

ω − iη
, (2.90)

where η ≡ 0+ is an infinitesimal positive constant.

2. Derive Eq. (2.74–2.79) and (2.80).

3. There also exist fluctuation-dissipation relations for response functions. Consider the density
response function

Dr (q, t− t′) = − i

ℏV
θ(t− t′) ⟨[ρ̂q(t), ρ̂−q(t

′)]⟩ , (2.91)

where ρ̂q(t) is the Fourier transform of the particle density operator, and ρ̂−q = ρ̂†q .

(a) Obtain an expression similar to Eq. (2.70) by inserting a complete set of basis.
(b) Define a spectral function which gives rise to Dr through a relation similar to Eq. (2.77).
(c) Define a time-ordered density correlation function

D(q, t− t′) = − i

ℏV
⟨T [ρ̂q(t)ρ̂−q(t

′)]⟩ . (2.92)

Establish a relation with the spectral function defined in (b).
(d) What is the relation between the spectral function and the scattering cross section Eq. (2.45)?
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Chapter 3

Functional integrals NO§2.2

We first introduce the Feynman path integrals. The functional integrals are nothing but the“path
integrals”for the coherent basis.

3.1 Feynman path integrals
To evaluate the time evolution function

U (xftf , xiti) =
〈
xf

∣∣∣e− i
ℏ Ĥ(tf−ti)

∣∣∣xi〉 . (3.1)

The path integrals are constructed as follows:

• Time-slicing: break a finite time interval into infinitesimal slices ∆t = ϵ ≡ (tf − ti)/M , and
insert the closure relation between the time slices:

U(xftf , xiti) =
∫ M−1∏

k=1

dxk

〈
xf

∣∣∣ e− iϵ
ℏ Ĥ
∣∣∣xM−1

〉〈
xM−1

∣∣∣ e− iϵ
ℏ Ĥ
∣∣∣xM−2

〉
. . .
〈
x1

∣∣∣ e− iϵ
ℏ Ĥ
∣∣∣xi〉 . (3.2)

• Evaluate the evolution operator for each of the time slices

– Insert a complete momentum basis:〈
xn

∣∣∣e−i ϵℏ Ĥ
∣∣∣xn−1

〉
=

∫
d3pn ⟨xn | pn⟩

〈
pn

∣∣∣e−i ϵℏ Ĥ
∣∣∣xn−1

〉
; (3.3)

– Express Ĥ in the normal form: all the p̂’s appear to the left of all the x̂’s;

– ⟨pn
∣∣∣e−i ϵℏ Ĥ

∣∣∣xn−1⟩ ≈ ⟨pn
∣∣∣1− i ϵℏĤ

∣∣∣xn−1⟩ ≈ e−i ϵℏH(pn,xn−1) ⟨pn|xn−1⟩+O(ϵ2);

– Carry out the integral over pn: for a system with Ĥ = p̂2/2m+ V (x),∫
dpn ⟨xn | pn⟩

〈
pn

∣∣∣ e−iϵĤ/ℏ
∣∣∣xn−1

〉
=

1

2πℏ

∫
dpne

i
ℏ [pn(xn−xn−1)−ϵp2n/2m−ϵV (xn−1)]

=

√
m

2πiϵℏ
exp

{
i

ℏ
ϵ

[
1

2
m

(
xn − xn−1

ϵ

)2

− V (xn−1)

]}
. (3.4)

– The approximation has some arbitrariness:

* e−iϵH/ℏ or 1− iϵH/ℏ? –The pn integral should be convergent.

* V (xn−1), V (xn), or [V (xn−1)+V (xn)]/2? –They are equivalent in the continuous limit
ϵ→ 0, but [V (xn−1) + V (xn)]/2 yields better precision for a finite ϵ.

25



• Chain the evolution operators of the slices together

U(xftf , xiti) = lim
M→∞

∫ M−1∏
k=1

dxk

( m

2πiϵℏ

)3M/2

e
i
ℏ ϵ

∑M
k=1

[
1
2m

(
xk−xk−1

ϵ

)2
−V (xk−1)

]

≡
xf tf∫
xi,ti

D [x(t)] e
i
ℏ
∫ tf
ti

dt( 1
2mẋ

2−V (x(t))) ≡
xf tf∫
xi,ti

D [x(t)] e
i
ℏS[x(t)], (3.5)

where xM = xf and x0 = xi are implied, and

S [x(t)] =

∫ tf

ti

dtL [ẋ(t), x(t)] (3.6)

is the classical action of the system, and L is the Lagrangian. We note that the continuous form
is defined by the discrete form.

Hamiltonian form

U(xftf , xiti) = lim
M→∞

∫ M−1∏
k=1

dxk

M∏
k=1

dpk
2πℏ

e
i
ℏ ϵ

∑M
k=1

[
pk

xk−xk−1
ϵ − p2k

2m−V (xk−1)

]
(3.7)

≡
xf tf∫
xi,ti

D [x(t), p(t)] e
i
ℏ
∫ tf
ti

dt(p(t)ẋ(t)−H(p(t),x(t))). (3.8)

Note that there areM − 1 intermediate positions andM momenta.

Matrix element of a time ordered operator can be expressed as a path-integral:
xf tf∫
xiti

D [x(t)]O1 (x(t1))O2 (x(t2)) e
i
ℏS[x(t)] (3.9)

=

∫
dx1dx2

{
U (xftf , x1t1)O1 (x1)U (x1t1, x2t2)O2 (x2)U (x2t2, xiti) t1 > t2

U (xftf , x2t2)O2 (x2)U (x2t2, x1t1)O1 (x1)U (x1t1, xiti) t1 < t2
(3.10)

≡

〈
xf

∣∣∣∣∣∣∣ T̂
Ô1(t1)Ô2(t2)e

− i
ℏ

tf∫
ti

dtĤ(t)


∣∣∣∣∣∣∣xi
〉

(3.11)

=


〈
xf

∣∣∣ Û(tf , t1)Ô1Û(t1, t2)Ô2Û(t2, ti)
∣∣∣xi〉 t1 > t2〈

xf

∣∣∣ Û(tf , t2)Ô2Û(t2, t1)Ô1Û(t1, ti)
∣∣∣xi〉 t1 < t2

(3.12)

=
〈
xf

∣∣∣ Û(tf , ti)T̂ [Ô(H)
1 (t1)Ô

(H)
2 (t2)

] ∣∣∣xi〉 (3.13)

where tf ≥ t1, t2 ≥ ti. We note that:

• Ô1(t1) and Ô2(t2) in the second line are not Heisenberg operators. The time arguments
just indicate which time-slides the operators act on.

• In case of Ô1,2 also depending on p̂, first express the operator in the normal form, then
use the Hamiltonian form of the path integrals, and apply the substitution Ô (p̂, x̂) →
O (pk+1, xk).

• The time-order product of two (or more) Heisenberg operators is not a time-ordered op-
erator!

3.2 Imaginary time path integrals and the partition function
• The partition function is just the trace of the imaginary time evolution operator:

Z = Tre−βĤ =

∫
dx
〈
x
∣∣∣ e−βĤ ∣∣∣x〉 =

∫
dxU (x,−iℏβ;x0) . (3.14)
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• The imaginary time path integral can be obtained by analytic continuation t→ −iτ :

U(xfτf , xiτi) = lim
M→∞

∫ M−1∏
k=1

dxk

( m

2πϵℏ

) 3M
2

exp

{
− ϵ
ℏ

M∑
k=1

[
1

2
m

(
xk − xk−1

ϵ

)2

+ V (xk−1)

]}
(3.15)

≡
xfτf∫
xiτi

D [x(τ)] exp

−1

ℏ

τf∫
τi

dτ
[m
2
(ẋ(τ))

2
+ V (x(τ))

] , (3.16)

where x0 = xi and xM = xf are implied.

• The partition function is a sum over all periodic trajectories in τ ∈ [0, ℏβ): (3.14)

Z = lim
M→∞

∫ M∏
k=1

dxk

( m

2πϵℏ

) 3M
2

exp

{
− ϵ
ℏ

M∑
k=1

[
1

2
m

(
xk − xk−1

ϵ

)2

+ V (xk−1)

]}
(3.17)

≡
∫

x(ℏβ)=x(0)

D [x(τ)] exp

−1

ℏ

ℏβ∫
0

dτ
[m
2
(ẋ(τ))

2
+ V (x(τ))

] , (3.18)

where x0 = xM is implied.

Thermodynamic expectation value of an imaginary-time-ordered product of Heisenberg operators
can be expressed as an imaginary-time path-integral:〈

T̂
[
Ô

(H)
1 (τ1) Ô

(H)
2 (τ2)

]〉
=

1

Z
Tr
{
e−βĤ T̂

[
Ô

(H)
1 (τ1) Ô

(H)
2 (τ2)

]}
(3.19)

=
1

Z
Tr

{
e−Ĥ(ℏβ−τ1)/ℏÔ1e

−Ĥ(τ1−τ2)/ℏÔ2e
−Ĥ(τ2−0)/ℏ τ1 > τ2

e−Ĥ(ℏβ−τ2)/ℏÔ2e
−Ĥ(τ2−τ1)/ℏÔ1e

−Ĥ(τ1−0)/ℏ τ2 ≥ τ1
(3.13)(3.20)

≡ 1

Z
Tr
{
T̂
[
Ô1 (τ1) Ô2 (τ2) e

− 1
ℏ
∫ ℏβ
0

dτĤ(τ)
]}

(3.21)

=
1

Z

∫
x(ℏβ)=x(0)

D [x(τ)]O1 (x(τ1))O2 (x(τ2)) e
− 1

ℏ

ℏβ∫
0

dτ[m2 (ẋ(τ))2+V (x(τ))]
.

(3.22)

Classical isomorphism maps a quantum particle into a classical ring:

Hiso [x(τ)] =
1

ℏβ

ℏβ∫
0

dτ
[m
2
(ẋ(τ))

2
+ V (x(τ))

]
(3.23)

≈ 1

M

M∑
k=1

[
1

2
m

(
xk − xk−1

ϵ

)2

+ V (xk−1)

]
(3.24)

with x0 = xM .

• τ could be interpreted as the internal coordinate of the classical ring.
• After discretization, a quantum particle is mapped into a classical ring polymer with M
beads [4]. The first term becomes the elastic energy of the ring polymer. See Fig. 3.1.
The mapping underlies the path-integral Monte-Carlo/molecular dynamics (PIMC/PIMD)
approaches for simulating quantum systems.

Exchange symmetry for systems with identical particles modifies the result to

Z =
1

N !

∑
P

ζP
∫

xi(ℏβ)=xPi(0)

∏
i

D [xi(τ)] e
− 1

ℏ

ℏβ∫
0

dτH(x(τ))
. (3.25)

There are two choices for intermediate states:
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(4) r. 
I 

FIG. 1. A molecule in the classical isomorphism with P = 5, 
and the meaning of the coordinates The numbered small 
circles represent the locations of the ith atom at the P differ-
ent states (points on a quantum path). Equivalently, the num-
bers label the P distinguishable atoms in the ith molecule of 
the isomorphic classical fluid. The large circles represent 
schematically the interaction spheres associated with the dif-
ferent atoms. The wavy lines depict the harmonic springs 
whose Boltzmann factors are proportional to the single particle 
Po (rllt ), rr1); /3/p)=E(lr?)-r1

lt+1)I; /3/P). 

where 
p 

... , E) = II E( I - I, E) , (2.8) 
1=1 

with rjP+ll = r}1). This partition function is identical 
in form to the interaction site model l •2 partition 
function for a classical fluid of N indistinguishable poly-
atomic molecules at a reciprocal temperature {:3/ P. 
We call the connection to that classical fluid the classi-
cal isomorphism. Each molecule in the classical 
isomorphism has P atoms which are held together in a 
ring structure by nearest neighbor harmonic interac-
tions (see Fig. 1). The intramolecular Boltzmann fac-
tor for those interactions is the function B(r}ll, ... , 
r}P); (:3/P). The position of each atom in a ring mole-
cule is the location of an interaction site; the external 
potential field impinging on site t of molecule i is 
<pt(rj!»), with 

(2.9) 

and the intermolecular potential between molecules i 
and j is a sum of site-site potentials u t t' ( I r?) 
- r}t') I), with 

Utf,(r)=u(r) , for t=i' , (2.10) 

=0, otherwise. 

[In the most general classical isomorphism, a more 
accurate formula than Eq. (2.4) would lead to the use 

of "off-diagonal" site-site potentials.J The nonrigidity 
or flexibility of the molecules in the classical isomor-
phism plays an important role in how one performs the 
statistical mechanics of the isomorphism. For P= 1, 
there is no flexibility and Ql ({:3, N) is precisely the clas-
sical partition function for the actual system. The in-
sertion of intermediate states as new degrees of free-
dom leads to the description of quantum dispersion in 
terms of a classical model. Of course, for any value 
of P, Qp({:3/ P, N) becomes the classical partition func-
tion of the atomic system in the limit that ({:3/[2/m)1/2 
becomes much smaller than any relevant length scales 
in the potential energy since in that limit 

P 

B(r\ll, ... , rIP); f3/P) - (m/27r{:3/[2)3/2 II O(r\t) _rl1!) . 
t.2 

(2.11) 

Notice that a ring molecule in the classical isomor-
phism has a symmetry number of unity. The different 
atoms within one of these molecules are distinguishable 
from each other. The physical reason for this dis-
tinguishability is that each atom refers to the actual 
atom at a different state and each state is associated 
with the position of the atom at a different (complex) 
time (see below). 

The grand canonical partition function for the act.ual 
system is 

'2: ({:3 , IJ.) = L Q({:3, N)efljJ.N , (2.12) 
N"O 

where IJ. is the chemical potential. In the classical 
isomorphism we have 

'2: p({:3/P, IJ.)= L Qp.({:3/P,N)e(atP)P" (2.13) 
N"O 

Thus, the chemical potential for each atom in the clas-
sical ring molecule is IJ., and the total chemical poten-
tial of each molecule is PIJ.. (Recall the standard re-
lationship of chemical equilibrium: The chemical po-
tential of a compound is the sum of chemical potentials 
of the separate components in the compound. ) 

B. Functional derivatives and correlation functions 

The spatial correlation functions for a classical poly-
atomic fluid at temperature {:3 -1 are generated by func-
tional differentiation of the partition functions. For 
example, 

Oln'2:p ({:3, IJ.)/O[ -{:3<pt(r)J =(pt(r)a =(NO(r - , 

(2.14) 

and 

(2.15) 
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Figure 3.1: In the classical isomorphism, a quantum particle is mapped into a ring polymer withM
beads. Each of the beads corresponds to the particle at an imaginary time instance. Here we show
the case ofM = 5. Adapted from Ref. [4].

• un-symmetrized product states
• (anti-)symmetrized states

The two approaches are equivalent. However, in stochastic evaluations, it may be advanta-
geous to use the anti-symmetrized states for Fermions.
It is extremely difficult, if not impossible, to implement the exchange symmetry using path
integrals.

3.3 Functional integrals
The functional integral are the“path integrals”for the coherent states (instead of the position eigen-
states). The effect of the exchange symmetry is automatically taken care by the second-quantized
form of the Hamiltonian.

With the coherent basis, the time evolution function is defined by

U (ψ∗
f tf , ψiti) =

〈
ψf

∣∣∣ e− i
ℏ Ĥ(tf−ti)

∣∣∣ψi

〉
. (3.26)

The functional integral approach proceeds as follows:
• Apply the time-slicing and insert the closure relation of the coherent states:

U(ψ∗
f tf , ψiti) =

∫ M−1∏
k=1

[
dψ∗

kdψk
N

]
e−ψ

∗
k·ψk

M∏
k=1

〈
ψk

∣∣∣ e− iϵ
ℏ Ĥ
∣∣∣ψk−1

〉
, (3.27)

where ψ∗
M = ψ∗

f and ψ0 = ψi are implied.

• Transform the second quantizedHamiltonian to the normal form: all creation operators appear
to the left of annihilation operators. The matrix element of a times slice is〈

ψk

∣∣∣ e− iϵ
ℏ Ĥ(â

†,a)
∣∣∣ψk−1

〉
≈ exp

[
ψ∗
k · ψk−1 − i

ϵ

ℏ
H (ψ∗

k, ψk−1)
]
. (3.28)

• Evolution function is:

U(ψ∗
f tf ;ψiti) = lim

M→∞

∫ M−1∏
k=1

[
dψ∗

kdψk
N

]
exp

{
ψ∗
M · ψM−1 − i

ϵ

ℏ
H (ψ∗

M , ψM−1)

+i
ϵ

ℏ

M−1∑
k=1

[
iℏψ∗

k ·
ψk − ψk−1

ϵ
−H (ψ∗

k, ψk−1)

]}
(3.29)

≡eψ
∗
f ·ψf

∫
D [ψ∗, ψ] exp

(
iS [ψ,ψ∗]

ℏ

)
, (3.30)
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S [ψ,ψ∗] =

∫ tf

ti

dt

[
iℏψ∗(t) · ∂ψ(t)

∂t
−H (ψ∗(t), ψ(t))

]
. (3.31)

The boundary conditions ψ∗
M = ψ∗(tf) ≡ ψ∗

f and ψ0 = ψ(ti) ≡ ψi are implied.

– Note that the continuous formEq. (3.30) is defined by the discrete formEq. (3.29). Adopting
different discrete forms may lead to wrong results. NO Problem 2.6

– Note that the subscripts index the time slices. The field variables ψ and ψ∗ may have
multiple components ψα, ψα∗. Depending on what the component index α refers to, the
fields are interpreted as:

* for position α ≡ r: ψα → ψ(rt), A ·B ≡
∫
drA(rt)B(rt);

* for momentum α ≡ p: ψα → ψp(t), A ·B ≡
∑

pAp(t)Bp(t).

3.4 Partition function and Green’s functions
One can express various quantities as functional integrals.

Partition function is just the trace of the imaginary time evolution operator. By applying the trace
formula of coherent states:

Z = Tre−βK̂ =

∫ [
dψ∗dψ

N

]
e−ψ

∗·ψ
〈
ζψ
∣∣∣ e−βK̂ ∣∣∣ψ〉 (1.140)(3.32)

= lim
M→∞

∫ M∏
k=1

[
dψ∗

kdψk
N

]
e
−(ϵ/ℏ)

M∑
k=1

[
ℏψ∗

k

(
ψk−ψk−1

ϵ −µψk−1/ℏ
)
+H(ψ∗

k,ψk−1)
]

(3.33)

≡
∫

ψ(0)=ζψ(ℏβ)

D [ψ∗, ψ] exp

(
−S [ψ,ψ∗]

ℏ

)
, (3.34)

S [ψ,ψ∗] ≡
∫ ℏβ

0

dτ [ψ∗(τ) · (ℏ∂τ − µ)ψ(τ) +H (ψ∗(τ), ψ(τ))] . (3.35)

Boundary condition is a result of the trace formula of coherent states: §1.6

ψ0 = ζψM , (3.36)

Thermal Green’s functions can be expressed as the average of ϕα’s and ϕ∗α’s:

G(n) (α1τ1, . . . αnτn;α
′
1τ

′
1, . . . α

′
nτ

′
n) =

(−1)n

Z

∫
D [ψ∗, ψ] exp

(
−S [ψ,ψ∗]

ℏ

)
× ψα1

(τ1) . . . ψαn(τn)ψ
∗
α′
n
(τ ′n) . . . ψ

∗
α′

1
(τ ′1).

(3.22)(3.37)

The periodic boundary condition ψ(ℏβ) = ζψ(0) is implied.

Contour ordered Green’s function Eq. (2.85) can also be expressed as functional integrals: (2.84)

GC (rt, r′t′) = − i

Z

∫
D [ψ∗, ψ]ψ (rt)ψ∗ (r′t′) exp

(
i
SC [ψ,ψ∗]

ℏ

)
, (3.38)

SC [ψ,ψ∗] =

∫
C

dt

[
iℏψ∗(t) · ∂ψ(t)

∂t
−H (ψ∗(t), ψ(t))

]
, (3.39)

where the time is defined in the contour shown in Fig. 2.2. The periodic boundary condition
between the two end-points of the contour is

ψ

(
−T0

2

)
= ζψ

(
−T0

2
− iℏβ

)
. (3.40)

Non-interacting system
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Partition function for K̂0 =
∑
α (ϵα − µ) â†αâα

Z0 = lim
M→∞

∏
α

∫ M∏
k=1

dψα∗k dψαk
N

e
−

M∑
k=1

ψα∗
k [(ψαk−ψ

α
k−1)+

β(ϵα−µ)
M ψαk−1] (3.33)(3.41)

≡ lim
M→∞

∏
α

∫ M∏
k=1

dψα∗k dψαk
N

exp
[
−ψ(α)†S(α)ψ(α)

]
(3.42)

= lim
M→∞

∏
α

[
detS(α)

]−ζ
=
∏
α

(
1− ζe−β(ϵα−µ)

)−ζ
, NO (2.71)(3.43)

S(α) =



1 0 0 −ζa
−a 1 0 0

0 −a 1
. . . ...

0 −a
. . .

0
. . . 1 0

0 . . . −a 1


, ψ(α) =


ψα1
ψα2
...

ψαM

 , a = 1− β(ϵα − µ)
M

, (3.44)

where we make use of the Gaussian integral formula. §1.6

Thermal Green’s function

G0(ατq;α′τr) = −δαα′
ζ

Z
(α)
0

∂2

∂J∗
q ∂Jr∫ M∏

k=1

dψ
(α)∗
k dψ

(α)
k

N
e
−

∑
jk ψ

(α)∗
k S

(α)
kj ψ

(α)
j +

∑
i

(
J∗
i ψ

(α)
i +ψ

(α)∗
i Ji

)∣∣∣∣∣
J=J∗=0

(3.45)

=− δαα′ζ
∂2

∂J∗
q ∂Jr

exp

∑
jk

J∗
j

[
S(α)

]−1

jk
Jk

∣∣∣∣∣∣
J=J∗=0

§1.6(3.46)

= −δαα′

(
S(α)

)−1

qr

NO (2.74)(3.47)

= −δαα′e−(ϵα−µ)(τq−τr)/ℏ [θ(τq − τr) (1 + ζnα) + ζθ(τr − τq)nα] . (2.19)(3.48)

where Z(α)
0 ≡

[
detS(α)

]−ζ .
Matrix formula The partition function can be expressed as a matrix form which is indepen-

dent of the choice of basis. By making use of the matrix identity detS = exp (Tr lnS) and
Eq. (3.47), we have:

Z0 = exp
[
−ζTr ln

(
−Ĝ−1

0

)]
. (3.43, 3.47)(3.49)

−Ĝ−1
0 should be interpreted as amatrix similar to Eq. (3.44) with a→ â ≡ 1−β(ĥ0−µ)/M ,

where ĥ0 denotes the single-particle Hamiltonian operator.

Problems
1. Derive the path-integral formulation for a particle in a magnetic field with the Hamiltonian

Ĥ =
|p̂− qA(r)|2

2m
, (3.50)

where A(r) is a magnetic vector potential. NO Problem 2.5

2. Derive the Gross-Pitaevskii (GP) equation:

(a) Determine the secondquantizedHamiltonian for Bosonswith interactionV (r, r′) = gδ(r−
r′).
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(b) Determine the GP equation by applying the variation principle δS = 0 (see Eq. (3.31) with
respect to ψ∗(r).

3. Can the ordinary real-time-ordered Green’s functions Eq. (2.1) be expressed as functional inte-
grals without using the time contour? Why?

4. Derive the frequency-sum formula by applying Cauchy’s residue theorem: FW (25.38)

1

ℏβ
∑
ωn

eiωnϵ

iωn − x
= − ζeϵx

eℏβx − ζ
, for 0 < ϵ < ℏβ. (3.51)
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Chapter 4

Perturbation theory NO§2.3

4.1 General strategy NO§2.3

1. Decompose a Hamiltonian into two parts:

K̂ = K̂0 + V̂ , (4.1)

where K̂0 is solvable, and can be written as a diagonalized quadratic form

K̂0 =
∑
α

(ϵα − µ) â†αâα, (4.2)

and V̂
(
â†, â

)
is the interacting part.

Choices of the zeroth order Hamiltonian: Properly choosing K̂0 is the most important step
of solving a many-body problem. It is not always obvious what would be an appropriate
choice. For instance, there are (at least) two choices of K̂0 for the electron gas Hamiltonian
Eq. (1.82):

• An obvious one: the kinetic part of the second-quantized Hamiltonian

K̂0 =
∑
kσ

(
ℏ2k2

2m
− µ

)
â†kσâkσ (4.3)

V̂ =
e2

2V
∑
q ̸=0

∑
kσ,pσ′

4π

q2
â†k+qσâ

†
p−qσ′ âpσ′ âkσ. (4.4)

This is the appropriate choice for the electron liquid phase.
• Assume electrons are localized spatially and form a regular lattice (Wigner crystal) ri =
ui +R0

i . Using the first-quantized form, we have:

Ĥ = −
∑
i

ℏ2

2m
∇2
i +

∑
i

Vb (ri) +
1

2

∑
i ̸=j

e2

|ri − rj |
(4.5)

= E0 +

−∑
i

ℏ2

2m
∇2
i +

1

2

∑
ij

Diα,jβuiαujβ

︸ ︷︷ ︸
Ĥ0

+ . . . , (4.6)

where E0 is the Coulomb energy of the regular lattice of electrons, Ĥ0 is obtained by ex-
panding the Coulomb interaction to the second orderwith respect toui (harmonic approx-
imation), and . . . denotes all higher order terms. Ĥ0 can be diagonalized, and becomes a
phonon Hamiltonian:,

Ĥ0 =
∑
k,a

ℏωkab̂
†
kab̂ka, (4.7)
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where b̂ka and b̂†ka are Bosonic annihilation and creation operators, respectively. We note
that the exchange symmetry of electrons can be ignored in this case. This is the appropri-
ate choice the electron solid phase.

The two choices represent twodistinct phases of electrons. Starting froman inappropriate choice
of K̂0, one can never reach a correct answer just by applying the perturbation approach we are
about to discuss.

2. Express physical quantities as functional integrals: (3.34)

Z =

∫
ψ(0)=ζψ(ℏβ)

D [ψ∗, ψ] exp

(
−S0 [ψ,ψ

∗] + SV [ψ,ψ∗]

ℏ

)
, (4.8)

= Z0

〈
exp

(
−SV [ψ∗, ψ]

ℏ

)〉
0

, (4.9)

where

S0 [ψ,ψ
∗] ≡

∫ ℏβ

0

dτ

[
ψ∗(τ) · ℏ∂τψ(τ) +

∑
α

(ϵα − µ)ψ∗
α (τ)ψα (τ)

]
, (4.10)

SV [ψ,ψ∗] ≡
∫ ℏβ

0

dτV (ψ∗(τ), ψ(τ)) , (4.11)〈
F̂ (ψ∗, ψ)

〉
0
≡ 1

Z0

∫
ψ(ℏβ)=ζψ(0)

D [ψ∗, ψ] e−S0/ℏF (ψ∗, ψ) . (4.12)

Note that V (ψ∗(τ), ψ(τ)) is obtained by applying the substitutions âα → ψα, â†α → ψ∗
α to the

second-quantized form of V̂ in the normal order.

3. Expand Eq. (4.9) in a power series of V :

Z

Z0
=

∞∑
n=0

(−1/ℏ)n

n!

∫ ℏβ

0

dτ1 . . . dτn ⟨V (τ1) . . . V (τn)⟩0 . (4.13)

4. Evaluate the expansion by applying the formula (3.47)

〈
ψα1(τ1) . . . ψαn(τn)ψ

∗
βn(τ

′
n) . . . ψ

∗
β1
(τ ′1)

〉
0
= (−1)n

∑
P

ζPG0αPnβn (τPn, τ ′n) . . .G0αP1β1 (τP1, τ
′
1) ,

(4.14)
which is a result of the Gaussian integral formula NO (2.84)∫

D [ψ∗, ψ]ψi1ψi2 . . . ψinψ
∗
jn
. . . ψ∗

j2
ψ∗
j1
e−

∑
ij ψ

∗
i Sijψj∫

D [ψ∗, ψ] e−
∑
ij ψ

∗
i Sijψj

=
∑
P

ζPS−1
iPn,jn

. . . S−1
iP1,j1

. (4.15)

We note that S−1
ij = −[G0]ij when applied to Eq. (4.12). (3.47).

Wick’s theorem is basically a re-statement of Eq. (4.15):
• Pair each ψi with a ψ∗

j (a complete contraction). Each of the pairs contributes a factor
S−1
ij .

• The sign ζP is determined by the permutation P that brings ψi with ψ∗
j in all pairs to

adjacent positions.〈
ψα1(τ1) . . . ψαn(τn)ψ

∗
βn(τ

′
n) . . . ψ

∗
β1
(τ ′1)

〉
0
=
∑

all complete contractions. (4.16)

Convergency NO§2.1A perturbation theory usually yields an asymptotic rather than convergent series, as
demonstrated by a simple example:

Z(g) =

∫
dx√
2π
e−

x2

2 − g
4x

4

≈
∑
n

gnZn. (4.17)
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56 GENERAL FORMALISM AT FINITE TEMPERATURE 

Rn 

1 gn Zn 
2 

9=0.2 . 

.' 
. . ..... "9=0.05 

'" ·····9 

'" ... ·····9=0.01 ............. 
20 30 40 

n 
Fig. 2.2 Asymptotic expansion of Z(g). For five values of the coupling 
constant, IZ" I Is plotted at each Integer n and the residual error R" Is 
plotted at each half Integer n + 

after only attaining an accuracy of 25%. If one wishes to do better. one must either 
extract the non-analytic part of Z(g) using the Borel summation discussed in Section 
7.5 or find an alternative expansion. 

For other regimes of the potentials sketched in Fig. 2.1. other expansions are more 
appropriate than (2.26). For large positive g. it is more reasonable to make a strong 
coupling expansion by starting with the solution to the quartic potential and treating 
the quadratic potential as the perturbation. For case (c). the natural approach is the 
stationary phase approximation which will be discussed at length in Section 2.5. In this 

:I [ :I , ] 
case. the partition function is written Z(g) = I = I -T+1f 
and the exponent is expanded around its two maxima y = ±1 corresponding to the 
minimum of the potential. 

Figure 4.1: Asymptotic expansion of Z(g).

• The series is not convergent because gnZn ∼ (4gn/e)n/
√
nπ →∞ when n→∞.

Asymptotic convergence: A finite number of terms sometimes gives a better approxi-
mation: minimum gnZn ∼

√
4g/π exp(−1/4g) occurs at n ∼ 1/4g. See Fig. 4.1.

• Appropriate re-summations could improve the convergence. See §5.2.
• A non-convergent perturbative expansion often hints an inappropriate choice of K̂0 –the
possibility of a non-trivial phase.

4.2 Finite temperature formalism
We explicitly evaluate the expansion for a two-body interaction:

V (ψ∗(τ), ψ(τ)) =
1

2

∑
αβγδ

(αβ |v̂| γδ)ψ∗
α(τ)ψ

∗
β(τ)ψδ(τ)ψγ(τ). (4.18)

It leads to the Feynman diagram technique.

4.2.1 Labeled Feynman diagrams
We can represent ⟨V (τ1) . . . V (τn)⟩0 with a set of diagrams.

General idea

• A contraction, i. e., a Green’s function, is represented by a propagator line .
• Each interaction matrix element (αβ |v̂| γδ) is represented by a vertex with two incoming

and two outgoing lines .
• The n-th order term of Eq. (4.13) is represented by a diagram with n vortexes and 2n
propagator lines.
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• Connect interaction vertexes with propagator lines, by all possible ways.
• Draw all distinct diagrams, and determine signs and coefficients.

Distinct labeled diagrams

• Labeling each vertex with a time τ and a direction.
• Labeling each propagator with a direction.
• Two labeled diagrams are distinct if one cannot be deformed so as to coincide completely
with the other, including both:
– the time labels of the vertexes;
– the directions of the vertexes and the propagation lines.

Signs and coefficients

• Each closed Fermion loop of propagator lines contributes a sign −1.
• An n-th order diagram has an overall factor (−1/ℏ)n/2nn!.

Rules for labeled diagrams

1. Draw all distinct labeled diagrams composed of n vertices connected by 2n prop-
agator lines .

2. Assign a state index to each propagator line and include the factor

τ

τ ′

α
= G0α(τ − τ ′) = −e−(ϵα−µ)(τ−τ ′)/ℏ [(1 + ζnα)θ(τ − τ ′) + ζnαθ(τ

′ − τ)] . (4.19)

• Equal time propagators with τ = τ ′ are interpreted as τ ′ = τ + 0+, because the time
order is the same as the normal order for equal times.

3. For each vertex, include the factor

α β

γ δ

τ = (αβ |v̂| γδ) (4.20)

4. Sum over all state indices and integrate all times over the interval [0, ℏβ).
5. Multiply the result by the factor

(−1/ℏ)n

n!
× 1

2n
× ζnL × (−1)2n =

(−1/ℏ)n

2nn!
ζnL (4.21)

where nL is the number of closed Fermion loops. The origins of the different factors are:
(a) (−1/ℏ)n /n!: the expansion coefficient in Eq. (4.13) ;
(b) 1/2n: the ceffiencient in the interacting potential Eq. (4.18);
(c) ζnL : the sign associated with the Wick contraction.
(d) (−1)2n: each contraction corresponds to a −G. There are 2n contractions in total.

The labeled diagram approach is not efficient because the number of the labeled diagrams is
huge, and many distinct labeled diagrams have the same contribution. It is desirable to simplify the
approach.
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4.2.2 Unlabeled Feynman Diagrams
We seek for the simplification of eliminating all τ labels and the directions of the vertices. This is
because distinct labelled diagrams with only these differences have the same contribution.
Symmetry factor S

• There are total 2nn! permutations of the time labels and vertex directions.
• Not all the permutations generate distinct diagram. For a given labeled diagram, there is
a subgroup of the permutations which just yield deformations.

• The symmetry factor S is the rank of the subgroup. The number of distinct labelled dia-
grams with respect to an unlabelled diagram is

2nn!

S
. (4.22)

• As a result, one only needs to calculate distinct labelled diagrams with respect to an unla-
belled diagram only once, and then multiply the result with the above factor.

• Examples
– First order:

S = 2 S = 2
(4.23)

– Second order (connected):

S = 4 S = 2 S = 1 S = 2 S = 4

(4.24)

– S = 2n for the first-order exchange graph and all direct ring diagrams:

+ + + · · · = −1

2
Tr [ln(1 + ζvgg/ℏ)] (4.25)

• Simple rules for determining S:
– Successively remove one of the 2n propagator lines to obtain 2n self-energy diagrams.
– Not all the resulting self-energy diagrams are distinct. A diagram may occur many
times.

– The symmetry factor S is the number of times that a diagram occurs.
The proof of the rules will become obvious in §5.2.1.

Rules for unlabeled diagrams

1. Draw all distinct diagrams without the time labels and the directions of the vertices;
2. Multiply the factor

(−1/ℏ)n

2nn!
× ζnL × 2nn!

S
=

(−1/ℏ)nζnL
S

. (4.26)

4.2.3 Hugenholtz diagrams
We can make further simplification: eliminate the interaction lines by using (anti-)symmetrized
interaction matrix element:

α β

γ δ

= (αβ |v̂| γδ)⇒
α β

γ δ

= {αβ |v̂| γδ} (4.27)

{ αβ | v̂|γδ } ≡ (αβ |v̂| γδ) + ζ (αβ |v̂| δγ) (4.28)
Note the orders of αβ and γδ in the matrix element. The diagrams become
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• First order:
SD = 1, ne = 1 (4.29)

• Second order (connected):

SD = 2, ne = 0 SD = 2, ne = 2

(4.30)

• Third order (connected):

SD = 2, ne = 0 SD = 3, ne = 0 SD = 1, ne = 1

SD = 3, ne = 3 SD = 6, ne = 0

(4.31)

Symmetry factor
S = 2neSD (4.32)

where SD is the number of time-label permutations which only yield deformations, and ne is
the number of equivalent pairs of propagator lines.

Equivalent pair refers to two propagator lines that begin at the same vertex, end at the same
vertex, and point in the same direction.

Simple rules for determining SD:
• Successively remove one of non-equivalent propagator lines to generate a set of self-
energy diagrams. Note that the two propagator lines in an equivalent pair only needs
to be removed once.

• SD is the number of times that a diagram occurs.

Number of closed loops nL is determined by:

• expanding a Hugenholtz diagram to (any) one of corresponding Feynman diagrams;
• writing down interacting matrix elements according to the rules of Feynman diagrams,
and upgrading them to symmetrized ones;

• counting the number of closed loops.

See NO Eq. (2.122a, b) for an example.

Overall factor:
(−1/ℏ)nζnL

S
(4.33)

4.2.4 Frequency and momentum representation
Momentum/frequency representation For systemshomogeneous in space/time, it is advantageous

to work in Momentum/frequency representation.

• The diagonal α-basis is the plane-wave basis

ϕk (r) =
1√
V
eik·r, (4.34)

i.e., α should be interpreted as k.
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• Interaction matrix element with respect to the plane-wave basis is

(k1k2 |v̂|k3k4) =
1

V
δk1+k2,k3+k4 ṽ (k1 − k3) . (4.35)

– Because of the (anti-)periodicity, (2.13, 3.36)a time-dependent function can be expressed as a Fourier
series

f(τ) =
1

ℏβ
∑
ωn

fωne
−iωnτ , (2.22)(4.36)

where ωn is the Matsubara frequency. (2.17)

– AGreen’s function has the form G (r − r′, τ − τ ′), which is diagonal in the time-dependent
plane-wave basis:

ϕk,ωn (r, τ) =
1√
ℏβV

e−iωnτ+ik·r, (2.15)(4.37)

G (rτ, r′τ ′) = G (r − r′, τ − τ ′) =
∑
ωnωn′

∑
kk′

Gkωn,k′ω′
n
ϕk,ωn (r, τ)ϕ

∗
k′,ωn′ (r

′, τ ′) (4.38)

Gkωn,k′ωn′ = G (k, ωn) δωn,ωn′ δk,k′ ,

G (k, ωn) =
∫

dr

∫ ℏβ

0

dτG (r − r′, τ − τ ′) eiωn(τ−τ
′)−ik·(r−r′). (4.39)

The free Green’s function in momentum-frequency representation is

G0 (k, ωn) =
1

iωn − (ϵk − µ) /ℏ
. (2.22)(4.40)

• After applying internal time integrals, frequencies are also conserved at each vertex.

Diagram rules NO p. 94, 96

1. Assignmomentum/frequency labels to each directed line in such away thatmomenta/frequencies
are conserved at each vertex, and include a factor:

ωnk
= G̃0(k, ωn) =

1

iωn − (ϵk − µ) /ℏ
. (4.41)

For propagators beginning and ending at the same vertex, include an additional factor
eiωnη .

2. For each vertex include a factor:

k3 k1 + k2 − k3

k1 k2

= ṽ(k1 − k3), (4.42)

k3 k1 + k2 − k3

k1 k2

= ṽ(k1 − k3) + ζṽ(k2 − k3). (4.43)

Note that both the momenta and the frequencies are conserved at each vertex.
3. For each independent momentum/frequency, perform the integral and sum

1

ℏβ
∑
ωn

∫
dk

(2π)d
. (4.44)

4. Beside the overall factor, multiply an extra factor (ℏβV)nc , where nc is the number of
connected parts in the diagram.
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4.2.5 The linked cluster theorem
The grand potential is determined by the sum of all connected diagrams:

Ω = − 1

β
lnZ = Ω0 −

1

β

∑
(all connected graphs). (4.45)

Proof

• Replica approach

– Exploit the identity:
lim
n→0

d

dn
Zn = lnZ. (4.46)

– Zn can be obtained by calculating the partition function of a system with n replicating
fields. Different species of the replicating fields do not interact.

– For a graphwithnc connected parts, each part hasn choices of the replicating field species.
In total, there are nnc choices. As a result, the contribution of the graph is proportional to
nnc .

– One expands Zn as a Taylor series of n, and lnZ is the coefficient of the linear term.
Therefore, lnZ is the sum of all graphs with nc = 1, i.e., connected graphs.

• Standard approach (See NO Problem 2.10).

4.2.6 Green’s functions
The Green’s functions can be expressed as functional integrals:

G(n) (α1τ2, . . . αnτn;α
′
1τ

′
1, . . . α

′
nτ

′
n) = (−1)n

〈
T
[
âα1

(τ1) . . . âαn(τn)â
†
αn(τn) . . . â

†
α1
(τ1)

]〉
= (−1)n

〈
e−

1
ℏ
∫
dτV (ψ∗(τ),ψ(τ))ψα1

(τ1) . . . ψαn(τn)ψ
∗
α′
n
(τ ′n) . . . ψ

∗
α′

1
(τ ′1)

〉
0〈

e−
1
ℏ
∫
dτV (ψ∗(τ),ψ(τ))

〉
0

. (3.37)(4.47)

The evaluation of the Green’s function is similar to that for lnZ:

• Only connected graphs contribute to the Green’s function. A connected diagram is a diagram
with all parts connected to external vertices.

• The symmetry factor S is always one. NO p. 102

Diagram Rules: For an order r graph:

• Drawall distinct connecteddiagrams composed ofn external outgoing propagators
αiτi

,
n external incoming propagators

α′
iτ

′
i

, as well as r interaction vertices. There are
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n+ 2r propagators in total.

G(1) = + +

︸ ︷︷ ︸
1

+ + + +

︸ ︷︷ ︸
2′

+ + + + + + +

︸ ︷︷ ︸
2

. . . (4.48)

• Assign the usual factors to vertices and propagators.
• Sum over all internal single-particle indices and integrate the r internal times over the
interval [0, ℏβ].

• Multiply the result by the factor (
−1

ℏ

)r
ζP ζnL , (4.49)

where nL is the number of closed propagator loops, and P is the permutation of out-going
particles with respect to incoming particles.

G(2) =

α1τ1

α′
1τ

′
1 α′

2τ
′
2

α2τ2

+ ζ

α1τ1

α′
1τ

′
1 α′

2τ
′
2

α2τ2

+

α1τ1

α′
1τ

′
1 α′

2τ
′
2

α2τ2

+ ζ

α1τ1

α′
1τ

′
1 α′

2τ
′
2

α2τ2

+ . . . . (4.50)

Proper self energy The diagrams of the single-particle Green’s function has the structure:

= + + . . . (4.51)

Σ

ℏ
≡ =

(a) (b) (c) (d) (e) (f) (g) (h)

+ . . . (4.52)
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G = G0 +
1

ℏ
G0ΣG0 +

1

ℏ2
G0ΣG0ΣG0 + . . . . (4.53)

= G0 +
1

ℏ
G0ΣG (4.54)

Note that the products should be interpreted as matrix-products/convolutions.
The resulting equation is called the DYSON EQUATION. The solution of the equation

G =

(
I − 1

ℏ
G0Σ

)−1

G0. (4.55)

is an example of the re-summation.

4.3 Zero temperature formalism NO§3.1

For Fermion systems at zero temperature, it is possible to develop a real-time formalism. It is closely
analogous to the finite temperature imaginary-time formalism with modifications in

• redefining the time domain;

• replacing the average over the density matrix with the expectation value in a non-interacting
ground state.

It results in slight modifications to the rules of Feynman diagrams.
A Boson system will have the Bose-Einstein condensation at the zero temperature, i.e., it is a

symmetry breaking system. It needs a special treatment.

4.3.1 Ground state energy and Green’s function
We seek for analogous expressions of

• ground state energy (4.9)

• Green’s function (4.47)

Ground state energy

Basic idea: We exploit the relation〈
Φ0

∣∣∣ e− i
ℏ ĤT0

∣∣∣Φ0

〉
〈
Φ0

∣∣∣ e− i
ℏ Ĥ0T0

∣∣∣Φ0

〉 =
∑
n

|⟨Φ0 |Ψn⟩|2 e−
i
ℏ (En−W0)T0 (4.56)

−−−−−−−→
ImT0→−∞

|⟨Φ0 |Ψ0⟩|2 e−
i
ℏ (E0−W0)T0 , (4.57)

where |Φn⟩,Wn (|Ψn⟩,En) are the eigenstate and eigenenergy of the non-interactingHamil-
tonian Ĥ0 (full Hamiltonian Ĥ), respectively. The relation holds when
• |Φ0⟩ is not orthogonal to Ψ0;
• |Ψ0⟩ is non-degenerate.

Time-domain is redefined as Ct of Fig. 4.2.
• Cβ : t = −iτ , τ ∈ [0, ℏβ), is the choice of the finite temperature formalism.
• Ct: t = (1− iη) tRwith η = 0+, tR ∈ [−T0/2, T0/2], is the choice of the zero-temperature
real-time formalism.

Ground state energy

E0 −W0 = lim
T0→(1−iη)∞

iℏ
T0

ln
Z
Z0
. (4.58)
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Ret

Imt

Ct
Cβ

ℏβ

Figure 4.2: Time domains for defining Green’s functions.

Partition function We define the“partition function”as

Z =
〈
Φ0

∣∣∣ e− i
ℏ ĤT0

∣∣∣Φ0

〉
=

〈
Φ0

∣∣∣∣ Û (T02 ,−T02
) ∣∣∣∣Φ0

〉
(4.59)

=

∫
dµ (ψf)

∫
dµ (ψi)U

(
ψ∗
f ,
T0
2
;ψi,−

T0
2

)
⟨Φ0 |ψf⟩ ⟨ψi |Φ0⟩ (4.60)

= U
(
0,
T0
2
; 0,−T0

2

)
(3.30). (4.61)

To obtain the last line, annihilation operators should annihilate |Φ0⟩ instead of the empty
state |0⟩, so that ⟨Φ0|ψf⟩ = ⟨ψi|Φ0⟩ = 1. See Eq. (4.79) for the definition of the annihilation
operator with respect to |Φ0⟩.

We have

Z =

∫
D [ψ∗, ψ] exp

[
i

ℏ
S0 [ψ

∗, ψ]− i

ℏ

∫ T0
2

−T0
2

dtV (ψ∗(t), ψ(t))

]
(4.62)

= Z0

〈
e
− i

ℏ
∫ T0

2

−T0
2

dt V (ψ∗(t),ψ(t))
〉
H0

, (4.9)(4.63)

where

S0 [ψ
∗, ψ] ≡

∫ T0
2

−T0
2

dt [ψ∗(t) · (iℏ∂t + µ)ψ(t)−H0 (ψ
∗, ψ)] , (4.64)

Z0 ≡
∫

D [ψ∗, ψ] e
i
ℏS0[ψ

∗,ψ], (4.65)

〈
F
(
â†(tα), â(tβ)

)〉
H0

=
1

Z0

∫
D [ψ∗, ψ] e

i
ℏS0[ψ

∗,ψ]F (ψ∗, ψ) , (4.12)(4.66)

with the boundary conditions

ψ∗ (T0/2) = ψ (−T0/2) = 0. (4.67)
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Green’s function (4.47)

G(n) (α1t1 . . . αntn;α
′
1t

′
1 . . . α

′
nt

′
n) = (−i)n

lim
T0→(1−iη)∞

〈
e
− i

ℏ
∫ T0

2

−T0
2

dt V (ψ∗(t),ψ(t))

ψα1
(t1) . . . ψαn(tn)ψ

∗
α′
n
(t′n) . . . ψ

∗
α′

1
(t′1)

〉
H0〈

e
− i

ℏ
∫ T0

2

−T0
2

dtV̂ (â†(t),â(t))
〉
H0

. (4.68)

Proof We just consider the single-particle Green’s function:

− i lim
T0→(1−iη)∞

〈
e
− i

ℏ
∫ T0

2

−T0
2

dt V (ψ∗(t),ψ(t))

ψα1
(t1)ψ

∗
α′

1
(t′1)

〉
H0〈

e
− i

ℏ
∫ T0

2

−T0
2

dtV̂ (â†(t),â(t))
〉
H0

(4.69)

=− i lim
T0→(1−iη)∞

〈
Φ0

∣∣∣∣∣∣ T̂
e− i

ℏ
∫ T0

2

−T0
2

dt Ĥ(â†(t),â(t))
âα1

(t1)â
†
α′

1
(t′1)

 ∣∣∣∣∣∣Φ0

〉
〈
Φ0

∣∣∣ e−iĤT0/ℏ
∣∣∣Φ0

〉 (4.70)

=− i lim
T0→(1−iη)∞

〈
Φ0

∣∣∣ e−iĤT0/2ℏT̂
[
â
(H)
α1 (t1)â

(H)†
α′

1
(t′1)

]
e−iĤT0/2ℏ

∣∣∣Φ0

〉
〈
Φ0

∣∣∣ e−iĤT0/ℏ
∣∣∣Φ0

〉 (4.71)

=− i lim
T0→(1−iη)∞

∑
lm

⟨Φ0 |Ψl⟩ ⟨Ψm |Φ0⟩
|⟨Φ0 |Ψ0⟩|2

e−i(El+Em−2E0)T0/2
〈
Ψl

∣∣∣ T̂ [â(H)
α1

(t1)â
(H)†
α′

1
(t′1)

] ∣∣∣Ψm〉
(4.72)

→− i
〈
Ψ0

∣∣∣ T̂ [â(H)
α1

(t1)â
(H)†
α′

1
(t′1)

] ∣∣∣Ψ0

〉
(2.1)(4.73)

4.3.2 Diagram Rules
The finite temperature Feynman diagram rules can be adapted for the zero-temperature with the
substitutions:

• Time substitutions ∫ ℏβ

0

dτ →
∫ T0/2

−T0/2

dt,
1

ℏβ
∑
ωn

→
∫

dω

2π
, ℏβ → T0. (4.74)

• The overall factor
(−1/ℏ)nζnL

S
→ (−i/ℏ)nζnL

S
. (4.75)

• Green’s function

−G0α(τ − τ ′)→ iG0α(t− t′), (4.76)
−G̃0α(ωn)→ iG̃0α(ω), (4.77)

where G0 is the real-time free Green’s function. (2.8, 4.90)

The expectation value of ground state energy can be obtained by

E0 −W0 = lim
T0→∞

iℏ
T0

∑
all connected diagrams. (4.45)(4.78)
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4.3.3 Free Fermion propagators
Particle-hole operators are introduced to deal with the issue that the electron annihilation opera-

tors do not annihilate |Φ0⟩, i.e., âα |Φ0⟩ ̸= 0 for ϵα ≤ µ. This is because |Φ0⟩ is not an empty state
but a filled Fermi sea. We introduce

b̂α =

{
âα ϵα > µ

â†α ϵα ≤ µ
. (4.79)

K̂0 ≡ Ĥ0 − µN̂ =
∑
ϵα≤µ

(ϵα − µ) +
∑
α

|ϵα − µ| b̂†αb̂α, (4.80)

• It satisfies the usual commutation rules of annihilation/creation operators.
• It annihilates the non-interacting ground state: b̂α |Φ0⟩ = 0.

Generating functional for free Fermion propagator:

G0 [J
∗, J ] =

〈
e
∫
dt[J∗

α(t)âα(t)+â
†
α(t)Jα(t)]

〉
H0

, (4.81)

iG0 (αt;α
′t′) = − δ2G0 [J

∗, J ]

δJ∗
α(t)δJα′(t′)

∣∣∣∣
J∗=J=0

. (4.82)

Free Fermion propagator

G0 [J
∗, J ] = G

(+)
0 [J∗, J ]G

(−)
0 [J∗, J ] , (4.83)

G
(+)
0 [J∗, J ] =

∏
ϵα>µ

〈
e
∫
dt[J∗

α(t)b̂α(t)+b̂
†
α(t)Jα(t)]

〉
K0

=
∏
ϵα>µ

e
∑
jk J

∗
α,jS

(α)−1
ik Jα,k , (4.84)

G
(−)
0 [J∗, J ] =

∏
ϵα≤µ

〈
e
∫
dt[J∗

α(t)b̂
†
α(t)+b̂α(t)Jα(t)]

〉
K0

=
∏
ϵα≤µ

e
∑
jk Jα,jS

(α)−1
ik J∗

α,k . (4.85)

S(α) =



1 0 0 0
−a 1 0 0

0 −a 1
. . . ...

0 −a
. . .

0
. . . 1 0

0 . . . −a 1


, a = 1− i

T0 |ϵα − µ|
ℏM

. (3.44)(4.86)

• For ϵα > µ

iG0(αtq;α
′tr) = δαα′

[
S(α)

]−1

qr
= δαα′e−

i
ℏ (ϵα−µ)(tq−tr)θ(tq − tr − 0+), (4.87)

• For ϵα ≤ µ

iG0(αtq;α
′tr) = −δαα′

[
S(α)

]−1

rq
= −δαα′e−

i
ℏ (ϵα−µ)(tq−tr)θ(tr − tq + 0+). (4.88)

Note an extra minus sign due to the exchange of J∗ and J .
• Complete form: (2.8)

iG0(αt;α
′t′) = δαα′e−

i
ℏ (ϵα−µ)(t−t′) [θ(t− t′ − η) (1− nα)− θ(t′ − t+ η)nα] , (4.89)

where nα = θ(µ− ϵα).
• Fourier transform:

G̃0α(ω) =

∫
dtG0(αt, α0)e

iωt =
eiωη

ω − (ϵα − µ) /ℏ+ iηsgn (ϵα − µ)
(4.90)

=

[
1− nα

ω − (ϵα − µ) /ℏ+ iη
+

nα
ω − (ϵα − µ) /ℏ− iη

]
eiωη. (4.91)

– Fourier transform of θ(t)

θ(±t) = ∓
∫

dω

2πi

e−iωt

ω ± iη
. (4.92)
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4.4 Contour formalism HJ §4.3

The contour ordered Green’s function can also be expressed as path integrals: (3.38):

G
(n)
C (α1t1 . . . αntn;α

′
1t

′
1 . . . α

′
nt

′
n) =

(−i)n

〈
e−

i
ℏ
∫
C

dt V (ψ∗(t),ψ(t))ψα1
(t1) . . . ψαn(tn)ψ

∗
α′
n
(t′n) . . . ψ

∗
α′

1
(t′1)

〉
0〈

e−
i
ℏ
∫
C

dtV̂ (â†(t),â(t))
〉

0

. (4.93)

Resulting Feynman diagram rules are the same as those for the zero-temperature real-time Green’s
function, except that the time is defined on the contour shown in Fig. 2.2.

Adiabatic assumption: We assume that the interaction vanishes at t = −T0/2 → −∞, and is adi-
abatically turned on in C1 and off in C2. As a result, contributions from the vertical segment
Cβ vanish in the perturbative expansion. The assumption is plausible for (equilibrium or non-
equilibrium) steady state problems. However, it may not be valid for transient problems.

Langreth theorem expresses contour defined quantities in real-time ones. See Table. 4.1 for the
rules of translation. In deriving these relations, the contribution from the vertical segment Cβ
of the contour is ignored, and all quantities are assumed to be in the Keldysh space.

Keldysh space A function A (t, t′) belongs to the Keldysh space if it can be written as [26] §5.5

A (t, t′) = Aδ(t)δ (t, t′) + θ (t, t′)A>(t, t′) + θ (t′, t)A<(t, t′), (4.94)

where both t and t′ are defined on the contour, Aδ(t), A>(t, t′) and A<(t, t′) have val-
ues independent of the branches of their time arguments, and δ (t, t′) and θ (t, t′) are
the δ-function and Heaviside function for the contour, respectively. We note that the δ-
function is non-zero only when the two times belong to the same branch of the contour,
i.e., δ (t±, t′∓) = 0.
The retarded and advanced components are defined by

Ar(t, t′) = Aδ(t)δ (t− t′) + θ (t− t′)
[
A> (t, t′)−A< (t, t′)

]
, (2.59)(4.95)

Aa(t, t′) = Aδ(t)δ (t− t′)− θ (t′ − t)
[
A> (t, t′)−A< (t, t′)

]
. (2.60)(4.96)

Convolution If the two function A (t, t′) and B (t, t′) are in the Keldysh space, their convolu-
tion

C (t, t′) =

∫
C

dt1A (t, t1)B (t1, t
′) (4.97)

is also in the Keldysh space.
Product If the two functionA (t, t′) andB (t, t′) are in theKeldysh space, and their δ-components

Aδ and Bδ are identically zero, their products

C(t, t′) = A(t, t′)B(t, t′), (4.98)
D(t, t′) = A(t, t′)B(t′, t) (4.99)

are also in the Keldysh space.

4.5 Summary
• To unify the imaginary time (finite temperature) formalism and the real-time (zero tempera-
ture) formalism, we introduce the symbol

ι =

{
−1 thermalGreen′s function

i real timeGreen′s function
. (4.100)
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Contour Real axis

C =
∫
C
AB

C< =
∫
t
[ArB< +A<Ba]

C> =
∫
t
[ArB> +A>Ba]

Cr =
∫
t
ArBr

Ca =
∫
t
AaBa

D =
∫
C
ABC

D< =
∫
t
[ArBrC< +ArB<Ca +A<BaCa]

D> =
∫
t
[ArBrC> +ArB>Ca +A>BaCa]

Dr =
∫
t
ArBrCr

Da =
∫
t
AaBaCa

C(t, t′) = A(t, t′)B(t, t′)

C<(t, t′) = A<(t, t′)B<(t, t′)
C>(t, t′) = A>(t, t′)B>(t, t′)

Cr(t, t′) = A>(t, t′)Br(t, t′) +Ar(t, t′)B<(t, t′)
Ca(t, t′) = A>(t, t′)Ba(t, t′) +Aa(t, t′)B<(t, t′)

D(t, t′) = A(t, t′)B(t′, t)

D<(t, t′) = A<(t, t′)B>(t′, t)
D>(t, t′) = A>(t, t′)B<(t′, t)

Dr(t, t′) = A<(t, t′)Ba(t′, t) +Ar(t, t′)B<(t′, t)
Da(t, t′) = A<(t, t′)Br(t′, t) +Aa(t, t′)B<(t′, t)

Table 4.1: Langreth rules of contour defined quantities. The integral C =
∫
AB is interpreted as

C(t, t′) =
∫
dt1A(t, t1)B(t1, t

′), and similarly for
∫
ABC . All quantities are assumed to be in the

Keldysh space and have vanishing δ-components.

• The free Green’s function can be written as a unified form:

ιG0α = e(ϵα−µ)(τ−τ
′)/ιℏ [(1 + ζnα)θ(τ − τ ′) + ζnαθ(τ

′ − τ)] , (4.101)

where nα is the occupation number of the state α. For the real-time formalism, G0 should be
interpreted as G0, and τ as t. In the frequency/momentum domain, the free Green’s function
has the form:

G0 (k, ωn) =
1

iωn − (ϵk − µ) /ℏ
, (4.102)

G0(k, ω) =
1 + ζnk

ω − (ϵk − µ) /ℏ+ iη
− ζnk

ω − (ϵk − µ) /ℏ− iη
, (4.103)

where ωn is the Matsubara frequency:

ωn =

{
2πn
ℏβ (Bosons)
(2n+1)π

ℏβ (Fermions)
. (4.104)

• The factor associated a vertex/propagator line is summarized in Table 4.2.

• An n-th order diagram has an overall factor:

1

S

( ι
ℏ

)n
ζnL , (4.105)

where S is the symmetry factor of the diagram, and nL is the number of Fermion loops in the
diagram.

• In the frequency/momentum representation, there is an extra factor

T0V (4.106)

for a connected closed diagram (for calculating the grandpotential/ground state energy), where
T0 is the span of the (imaginary) time domain:

T0 =

{
ℏβ imaginary time

T0 real time
. (4.107)
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State/time Momentum/Frequency

Propagator

τ

τ ′

α
= G0α(τ − τ ′)

ωnk
= G0(k, ωn)

α
= G0α(0−) = ι−1ζnα

ωnk

= G0(k, ωn)eiωnη

Ve
rt
ex Feynman

α β

γ δ

= (αβ |v̂| γδ)
k3 k1 + k2 − k3

k1 k2

= v(k1 − k3)

Hugenholtz
α β

γ δ

= { αβ | v̂|γδ } ≡

(αβ |v̂| γδ) + ζ (αβ |v̂| δγ)

k3 k1 + k2 − k3

k1 k2

=

v(k1 − k3) + ζv(k2 − k3)

Su
m
s T ̸= 0

∑
α

∫ ℏβ
0

dτ 1
ℏβ
∑
ωn

∫
dk

(2π)d

T = 0
∑
α

∫ T0/2

−T0/2
dt

∫
dω
2π

∫
dk

(2π)d

Table 4.2: Diagram rules. For the zero-temperature formalism, G0 should be interpreted as G0, ωn
as continuous ω, and τ as t.

The grand potential/ground state energy can be obtained by:

Ω− Ω0

E − E0

}
=
ιℏ
T0

∑
all connected diagrams. (4.108)

• For evaluating Green’s functions, an extra factor ζP should be incorporated, where P is the
permutation of out-going particle lines with respect to incoming particle lines. (4.50)

• A useful formula for summing the Matsubara frequency:

1

ℏβ
∑
ωn

eiωnη

iωn − x
= − ζeηx

eℏβx − ζ
for η > 0. (4.109)

• Determine the symmetry factor:

Feynman diagram: generate 2n self-energy diagrams by successively removing one of prop-
agator lines, and count the number of times that a self-energy diagram occurs.

Hugenholtz diagram: S = 2neSD , where ne is the number of the equivalent pairs of the prop-
agator lines, SD is number of times that a self-energy diagram occurs. The self-energy
diagrams are generated by successively removing one of non-equivalent propagator lines.

Green’s function: S = 1 for Feynman diagrams and SD = 1 for Hugenholtz diagrams.

Problems
1. Verify the symmetry factors shown in Eq. (4.24).

2. Determine the expressions of the diagrams shown in Eq. (4.29) and (4.30) in the momentum-
frequency domain. How are the second order diagrams corresponded to the unlabeled dia-
grams shown in Eq. (4.24)?

3. Determine the sum of the direct ring diagrams Eq. (4.25) in the frequency/momentum repre-
sentation for a homogeneous system.
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4. Develop a set of diagram rules for the electron-phonon coupling Eq. (1.83). Assume that the
phonon subsystem has the non-interaction Hamiltonian

Hph
0 =

∑
q

ℏωq ĉ
†
q ĉq. (4.110)

Hints:

(a) the EPC Hamiltonian can be rewritten as the form (M∗
−q =Mq):

Ĥel−ph =
1√
V

∑
kq

Mqâ
†
k+qâk

(
ĉq + ĉ†−q

)
. (4.111)

(b) One may adopt one of two alternative approaches: (i) Treat Ĥel−ph as V̂ , and repeat the
derivations of the perturbative expansions; (ii) Try to complete the functional integrals
over the phonon fields, and obtain an expression analog to the ordinary two-body inter-
action.

5. The electron self-energy of an electron-phonon coupled system can be written as

Σph(k, t− t′) = i
∑
q

|Mq|2G(k − q, t− t′)D(q, t− t′), (4.112)

where G is the free-electron Green’s function and D is proportional to the density correlation
function (see Problem 3, §2), and the time is defined on the contour.

(a) Determine the real-time form of the self-energy Σr
ph(k, t − t′) by applying the Langreth

theorem.
(b) Relate G and D with their respective spectral functions, and obtain an expression for

Σ̃r
ph(k, ω).
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Chapter 5

Effective action theory and energy
functionals

In the effective action theory, we introduce an energy (grand potential) functional of the Green’s
function. Within the framework, determining the Green’s function becomes the problem of finding
the stationary point of the functional. In principle, one can determine the Green’s function exactly
as long as we know the exact form of the functional. In the real world, however, one has to rely on
approximations:

• Perturbative construction

– self-consistent re-summation of diagrams (conserving approximation)
– integral equations (Dyson equation and GW approximation)

• Empirical approaches for limiting cases

– Landau-Fermi liquid theory
– Density functional theory
– Dynamic mean-field theory (DMFT)

We will present the formalism in terms of the thermal Green’s function. By using the notations
introduced in §4.5, the formalism can also be applied to the real-time Green’s function (and the
contour Green’s function).

5.1 Effective action
The effective action is defined as follows:

1. Introduce an external source coupling to the system:

Sext. [ψ] = ι−2
∑
αβ

∫
dτ1dτ2ψ

∗
α(τ1)ψβ(τ2)ϕαβ(τ1, τ2). (5.1)

The particular choice of the external source will give rise to a functional of the Green’s function
and two-particle irreducible vertices. Depending on physical circumstances interested in, other
choices are also possible:

Linear source
Sext. = ι−2

∑
α

∫
dτ [J∗

α(τ)ψα(τ) + ψ∗
α(τ)Jα(τ)] . (5.2)

For Fermions, J(τ) is a Grassmann function. This will give rise to a functional of ⟨ψα⟩ and
one-particle irreducible vertices. NO§2.4
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Pairing source
Sext. = ι−2

∑
αβ

∫
dτ1dτ2

[
ψ∗
α(τ1)ψ

∗
β(τ2)∆αβ(τ1, τ2) + c.c.

]
. (5.3)

The source could emerge in a superconducting system. It will give rise to a functional of
the abnormal Green’s function

F (ατ, α′τ ′) = −
〈
T̂
[
â(H)
α (τ) â

(H)
α′ (τ ′)

]〉
. (5.4)

Mixed source Different kinds of the sources can be mixed. For instance, to describe a su-
perconducting system, one needs to introduce both the ordinary source and the pairing
source. A theory incorporating both the linear source and the bilinear source can be
found in Ref. [6].

2. Determine the partition function in the presence of the external source:

Z [ϕ] =

∫
D [ψ,ψ∗] exp

[ ι
ℏ
(S + Sext.)

]
= Z

〈
exp

 1

ιℏ

∫
dτ1dτ2

∑
αβ

ψ∗
α(τ1)ψβ(τ2)ϕαβ(τ1, τ2)

〉 , (5.5)

where we define the average as

⟨F (ψ∗, ψ)⟩ = 1

Z

∫
D [ψ,ψ∗]F (ψ∗, ψ) exp

( ι
ℏ
S
)
. (5.6)

Generating functional

G [ϕ] ≡ Z [ϕ]

Z
=

〈
exp

 1

ιℏ

∫
dτ1dτ2

∑
αβ

ψ∗
α(τ1)ψβ(τ2)ϕαβ(τ1, τ2)

〉 . (5.7)

3. Determine the grand potential or the connected generating functional:

W [ϕ] ≡ lnG [ϕ] + C ≡ −β (Ω [ϕ]− Ω0) , (5.8)

where C ≡ lnZ − lnZ0, 1 and Ω0 (Z0) is the grand potential (partition function) of the system
at the non-interacting limit.

4. The Green’s functions can be generated by the generating functional by

G(n) (α1τ1, . . . αnτn;α
′
1τ

′
1, . . . α

′
nτ

′
n) = (ζℏ) n

δnG [ϕ]

δϕα′
1α1

(τ ′1, τ1) . . . δϕα′
nαn

(τ ′n, τn)

∣∣∣∣
ϕ→0

. (5.9)

The connected generating functional generates the connected Green’s functions 2:

G(n)c (α1τ1, . . . αnτn;α
′
1τ

′
1, . . . α

′
nτ

′
n) = (ζℏ)n

δnW [ϕ]

δϕα′
1α1

(τ ′1, τ1) . . . δϕα′
nαn

(τ ′n, τn)

∣∣∣∣
ϕ→0

. (5.10)

The cumulant expansion leads to

G(2)c = ζ

α1τ1

α′
1τ

′
1 α′

2τ
′
2

α2τ2

+

α1τ1

α′
1τ

′
1 α′

2τ
′
2

α2τ2

+ ζ

α1τ1

α′
1τ

′
1 α′

2τ
′
2

α2τ2

+ . . . . (5.11)

1The particular choice of the constant is to accommodate with the construction of the Luttinger-Ward functional shown
in §5.2.2.

2Note that the connected Green’s function defined here is different from that defined in NO Eq. (2.154) by using linear
sources.
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G(2) (12; 1′2′) = G(2)c (12; 1′2′) + G(11′)G(22′), (5.12)
where G(11′) ≡ G(1)(1; 1′), and the arguments are abbreviated as numbers: 1 ≡ α1τ1, 1′ ≡ α′

1τ
′
1.

5. We define the conjugate field with respect to ϕ as

G [ϕ] (11′) = ζℏ
δW [ϕ]

δϕ (1′1)
, (5.13)

which is nothing but the single-particle Green’s function in the presence of the external source
ϕ. The relation map ϕ to G[ϕ].

6. We define the effective action (Baym–Kadanoff functional) by applying the Legendre trans-
formation:

Γ [G] = −

{
W [ϕ]−

∑
11′

δW [ϕ]

δϕ (1′1)
ϕ (1′1)

}
= −W [ϕ] +

ζ

ℏ
Tr [Gϕ] (5.14)

≡ −W [ϕ] +
ζ

ℏ
∑
αα′

∫ ℏβ

0

dτdτ ′ Gαα′(τ, τ ′)ϕα′α(τ
′, τ) (5.15)

In defining the functional, we assume that the map ϕ→ G[ϕ] defined by Eq. (5.13) is invertible,
i.e., we have a map G → ϕ[G].

Why?

• It assigns a grand-potential/free energy to the physical state/order parameter of the system,
and gives rise to a variational principle.

• It has better analytic properties thanW [ϕ] and thus be preferable to approximate.
• It provides a unified foundation for constructing various approximations consistently.
• Onemaydevise non-perturbative or empirical approaches for constructing the functional.

7. With the functional, we have:
δΓ [G]
δG(1′1)

=
ζ

ℏ
ϕ (11′) . (5.16)

In the absence of the external source, it yields the variational principle:

δΓ [G] = 0, (5.17)

i. e., the physical Green’s function is the stationary point of the effective action .

8. We introduce the Luttinger-Ward functionalΦ [G] to characterize the effect of the interaction.
It is defined by the decomposition

Γ [G] = Γ0 [G]− Φ [G] , (5.18)

where Γ0 [G] is the effective action of a noninteracting system.

Free effective action for a non-interacting system:

W0[ϕ] = −ζTr
[
ln
(
−G−1

)
− ln

(
−G−1

0

)]
= ζTr

[
ln
(
G−1
0 G

)]
, (3.49)(5.19)

G−1
0 ≡ − ∂

∂τ
− ĥ0 − µ

ℏ
, (5.20)

G−1 = − ∂

∂τ
− ĥ0 + ϕ− µ

ℏ
= G−1

0 − ϕ

ℏ
, (5.21)

where G0 and G are the Green’s functions in the absence and presence of the external
sourceϕ, respectively, and ĥ0 is the single-particle operator defining Ĥ0 (e.g.,−(ℏ2/2m)∇2).
Equation (5.21) also defines a map from ϕ to G: ϕ [G] = ℏ

(
G−1
0 − G−1

)
. By inserting the

relation into Eq. (5.14), we obtain the non-interacting effective action functional:

ζΓ0 [G] = −Tr
[
lnG−1

0 G
]
+Tr

[
G−1
0 G − I

]
. (5.22)
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Energy functional is proportional to the effective action functional

Ω [G]− Ω0 ≡
1

β
Γ = − ζ

β

{
Tr
[
lnG−1

0 G
]
− Tr

[
G−1
0 G − I

]}
− 1

β
Φ [G] (5.23)

= − ζ
β

∑
k

∑
ωn

{
lnG−1

0 (k, ωn)G (k, ωn)− G−1
0 (k, ωn)G (k, ωn) + 1

}
− 1

β
Φ [G] .

(5.24)

At the zero temperature, the ground state energy can be similarly defined as a functional
of the real-time Green’s function: (4.78)

E [G]−W0 =
iℏ
T0
ζ
{
Tr
[
lnG−1

0 G
]
− Tr

[
G−1

0 G− I
]}

+
iℏ
T0

Φ [G] (5.25)

= iℏζ
∑
k

∫
dω

2π

{
ln
[
G−1

0 (k, ω)G (k, ω)
]
−G−1

0 (k, ω)G (k, ω) + 1
}
+

iℏ
T0

Φ [G] ,

(5.26)

whereW0 is the ground state energy of the system at the free limit. GV A13

5.2 Irreducible diagrams and integral equations NO§2.4

Based on the functional, one canderive a set of exact self-consistent integral equations. The Luttinger-
Ward functional can be constructed approximately by choosing a set of diagrams. It leads to practical
calculation schemes such as the GW approximation.

Vertex functions are defined by

Π(n) (α1τ1, . . . αnτn;α
′
1τ

′
1, . . . α

′
nτ

′
n) = ζn

δnΓ [G]
δGα′

1α1
(τ ′1, τ1) . . . δGα′

nαn
(τ ′n, τn)

∣∣∣∣
G→Gphy.

. (5.27)

Based on the analyses of the vertex functions in successive orders. one may derive a set of
self-consistent integral equations.

5.2.1 Self-energy and Dyson’s equation
In the absence of the external source,

Π(1) = ζ
δΓ [G]
δG

= 0. (5.17)(5.28)

where G = Gphy. is implied. With the decomposition Eq. (5.18), we have

Π(1) (11′) ≡ ζ δΓ [G]
δG(1′1)

=
[
G−1
0

]
(11′)−

[
G−1

]
(11′)− ζ δΦ [G]

δG(1′1)
= 0, (5.29)

where we make use of the matrix derivative identity [23](49)

δTr lnG
δG (1′1)

=
δ ln (detG)
δG (1′1)

=
[
G−1

]
(11′). (5.30)

Proper self energy functional is defined to be

Σ [G] (11′)
ℏ

= ζ
δΦ [G]
δG(1′1)

. (5.31)

Dyson equation:

[G]−1
= [G0]−1 − Σ [G]

ℏ
, (4.53)(5.32)

G = G0 +
1

ℏ
G0ΣG0 +

1

ℏ2
G0ΣG0ΣG0 + . . . . (5.33)
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= + + . . . (5.34)

Diagrams of the proper self-energy are one-particle irreducible, i.e., they cannot be separated into
two parts by cutting a particle line:

Σ

ℏ
≡ =

(a) (b) (c) (d) (e) (f) (g) (h)

+ . . . (4.52)(5.35)

Skeleton diagrams are diagrams that cannot be generated from lower order diagrams by inserting
self-energy blobs in particle lines: (a–d) are skeleton diagrams, (e–h) are not.

• Alternative definition: all two-particle irreducible diagrams, i.e., the diagrams which can-
not be separated by cutting two particle lines.

• With skeleton diagrams, we can construct a self-consistent equation for Σ (or G):

= + + + + . . . , (5.36)

where the bold lines represent the Green’s function G (instead of G0).

5.2.2 Perturbative construction of the Luttinger-Ward functional
The diagrams of the Luttinger-Ward functional can be constructed from the self-energy skeleton
diagrams Eq. (5.36) by applying Eq. (5.31). They are closed, bold, two-particle irreducible (skeleton)
diagrams:

Φ [G] = + + + + . . . (5.37)

• Derivative with respect to G is to remove successively one of the particle propagators and
append a factor ζ . The latter is due to the fact that removing one propagator will reduce nL by
one. It should give rise to the skeleton diagrams of the self-energy Eq. (5.36). (5.31)

• Rules for unlabeled Feynman diagrams should be applied. 3 Note that the symmetry factors S
is automatically cancelled when applying the derivative which generates S copies for each of
distinct self-energy diagrams.

• From Eq. (5.31), Φ [G] is determined only up to a constant independent of G. By combining GV
(A13.9, A13.14), one can show that the constant is independent of the strength of the interac-
tion. Therefore, we can set the constant to zero.

3The symmetry factor suggested by Luttinger and Ward is S = 2n [17] (see also GV §6.3.3). This is not true for high order

diagrams with n > 2，for instance, .
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Conserving approximation derives the self-energy and high order vertices from an approximated
Luttinger-Ward functional via derivatives. The approximationwill be automatically consistent
with conservation laws on particle number, momentum, and energy [3].

GW approximation approximates the Luttinger-Ward functional with a subset of diagrams:

ΦGW [G] = +

 + + + . . .

 (5.38)

= − 1

2
Tr

[
ln

(
1− ιζ

ℏ
vGG

)]
. (4.25)(5.39)

Besides the Hartree (first) and Fock (second) terms, they include direct ring diagrams which
are the most diverging diagrams of the perturbative expansion for a systemwith the Coulomb
interaction. §6.1.2

5.2.3 Second order vertex function
By applying Eq. (5.27) and (5.29), we have

ζΠ(2)(12, 1′2′) =
δΠ(1)(11′)

δG(2′2)
=
[
G−1

]
(12′)

[
G−1

]
(21′)− ζ δ2Φ [G]

δG(1′1)δG(2′2)
, (5.40)

where the first term is contributed by −δG−1 (11′) /δG (2′2), and we make use the matrix derivative
identity [23](60)

δ
[
G−1

]
(11′)

δG(2′2)
= −

[
G−1

]
(12′)

[
G−1

]
(21′). (5.41)

Irreducible electron-hole interaction Wedefine the irreducible interaction I in the direct particle-
hole channel:

I(12; 1′2′) =
( ι
ℏ

)−1 δ2Φ [G]
δG(1′1)δG(2′2)

=
ζ

ι

δΣ(11′)

δG(2′2)
. (5.42)

It includes all scattering diagrams that are two-particle irreducible in the direct particle-hole
channel:

I(12; 1′2′) =
1

1′

2′

2

+ ζ

1

1′

2′

2

+ ζ

1

1′

2′

2

+

1

1′

2′

2

+

1

1′

2′

2

+ ζ

1

1′

2′

2

+ ζ

1

1′

2′

2

+ ζ

1

1′

2′

2

+ . . . (5.43)

It can be interpreted as the effective interaction between a particle and a hole.

Two particle Dyson Equation We have the identity

δ(12)δ(1′2′) =
δG(11′)
δG(22′)

=

∫
d3d3′

δG(11′)
δϕ(3′3)

δϕ(3′3)

δG(22′)
, (5.44)

= ℏ2
∫

d3d3′
δ2W [ϕ]

δϕ(3′3)δϕ(1′1)

δ2Γ [G]
δG(22′)δG(33′)

, (5.13, 5.16)(5.45)

≡
∫

d3d3′ G(2)c (13; 1′3′)Π(2) (3′2′, 32) . (5.10, 5.27)(5.46)
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Combining it with Eq. (5.40), we have

G(2)c (12; 1′2′) = ζG(12′)G(21′) + ι

ℏ
ζ

∫
d3d3′d4d4′G(2)c (13; 1′3′)I(3′4′; 34)G(24′)G(42′). (5.47)

Gc

1′

1

2

2′

= ζ
G1 2′

G1′ 2

+
ι

ℏ
ζ Gc I

G

G
1′

1

2

2′

(5.48)

Scattering amplitude T between a pair of particle and hole is defined by 4:

Gc

1′

1

2

2′

= ζ
G1 2′

G1′ 2

+
ι

ℏ T
G

G

G

G

2

2′

1′

1

NO (2.188a)(5.49)

Bethe-Salpeter equation in the particle-hole channel relates the scattering amplitude with the ir-
reducible interaction I :

T

1′

1

2

2′

= I

1′

1

2

2′

+
ι

ℏ
ζ T I

1′

1

G

G

2

2′

. (5.50)

T (12; 1′2′) = I (12; 1′2′) +
ι

ℏ
ζ

∫
d3d3′d4d4′T (13; 1′3′)G (4′3)G (3′4) I (42; 4′2′) . (5.51)

5.2.4 Higher order equations
Higher order equations can be obtained by successively applying the derivative δ/δϕ to Eq. (5.47)
or (5.48). Useful identities:

ζℏ
δG(n)c

δϕ
= G(n+1)

c , ζℏ
δ

δϕ(1′1) Gc
...
= Gc

1′

1

...
(5.13), (5.52)

ζℏ
δI(n)

δϕ
= I(n+1) ⋆ G(2)c , ζℏ

δ

δϕ(1′1) I ...
= IGc

1′

1

...
(5.42). (5.53)

where I(n) ≡ (ι/ℏ)−1δnΦ[G]/δG(1′1) . . . δG(n′n) denotes the n-body effective interaction.
4Note that T is denoted as Γ in many books. It is actually the T -matrix of two-particle scattering.
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5.2.5 Keldysh Formulation HJ§5.2

For the case that the real-time formalism is desirable, the contour formalism should be employed.
The Dyson equation Eq. (5.32) can be generalized for the contour Green’s function:

GC = GC0 +
1

ℏ
GC0ΣCGC. (5.54)

Note that one should interpret all quantities as matrices, and the multiplications as matrix multipli-
cations/convolutions.

By applying the Langreth rules, Tab. 4.1the equation can be expressed in terms of the real-time Green’s
functions:

Retarded/Advanced Green’s function

Gr/a = G
r/a
0 +

1

ℏ
G

r/a
0 Σr/aGr/a, (5.55)

Gr/a =

(
I − 1

ℏ
G

r/a
0 Σr/a

)−1

G
r/a
0 . (5.56)

Less Green’s function

G< = GrΣ
<

ℏ
Ga +

(
I +

1

ℏ
GrΣr

)
G<0

(
I +

1

ℏ
ΣaGa

)
. (5.57)

It has a non-trivial form.

Poof:

• By applying the Langreth rules:

G< = G<0 +Gr
0

Σr

ℏ
G< +Gr

0

Σ<

ℏ
Ga +G<0

Σa

ℏ
Ga. (5.58)

• Solve the equation:

G< =

(
I − 1

ℏ
Gr

0Σ
r

)−1(
G<0 +Gr

0

Σ<

ℏ
Ga +G<0

Σa

ℏ
Ga

)
(5.59)

= GrΣ
<

ℏ
Ga +

(
I − 1

ℏ
Gr

0Σ
r

)−1

G<0

(
I +

Σa

ℏ
Ga

)
. (5.56)(5.60)

• We have(
I − 1

ℏ
Gr

0Σ
r

)−1

= Gr (Gr
0)

−1
=

(
Gr

0 +
1

ℏ
GrΣrGr

0

)
(Gr

0)
−1

= I +
1

ℏ
GrΣr. (5.61)

After inserting the identity to Eq. (5.60), we reach the final form.

5.2.6 Other sources
Linear source can also be used to define a set of vertex functions. It results in a set of tree diagrams

and corresponding equations that relate Green’s functions and vertex functions. This is partic-
ularly useful for the renormalization theory in which divergences can be isolated in a small
number of low order vertex functions. See NO§2.4.

Pairing field ∆ and∆∗ can also be included as external sources. The resulting Bethe-Salpeter equa-
tion will be in the particle-particle channel. The generalization is necessary for treating super-
conducting systems. GV§6.3.4
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5.3 Landau Fermi-liquid theory GV§8

Motivation: Physical properties of metals/Helium III liquid suggest that electrons/Helium III atoms
behave like independent particles, even though the interaction in these systems are rather
strong.

Basic idea: a low lying excited state of an interacting Fermion system can be constructed by:

1. preparing a low lying excited state of non-interacting ideal Fermi-liquid (e.g., adding an
electron/hole above/below the Fermi level);

2. switching on the interaction suitably slowly: it should be switched on before the state is
totally damped–It is possible because an electron/hole near the Fermi surface damps very
slowly: for 3D systems, the damping rate is proportional to (k − kF )2.

Energy functional: The energy of an interacting Fermion system is a functional of the occupation
number Nk of the non-interacting ideal system:

• According to Eq. (5.26), the energy is a functional of G.
• It is assumed that G can be determined by the perturbative expansion shown in §4.3.
• The perturbative expansion in §4.3 is constructed from |Φ0⟩ –the non-interacting ground
state, i.e., a filled Fermi sea. To establish the Landau Fermi-liquid theory, one needs to as-
sume that the expansion is also valid for low excited states of the non-interacting system,
i.e., |Φ0⟩ → |Φn⟩.

• The Green’s function G0 for a low excited state can be written as

G0(k, ω) =
1−Nk

ω − (ϵk − µ) /ℏ+ iη
+

Nk

ω − (ϵk − µ) /ℏ− iη
, (4.90)(5.62)

where {Nk} is themomentumoccupationnumber of a lowexcited state of the non-interacting
system. It is not the momentum occupation number nk =

〈
â†kâk

〉
of the interacting sys-

tem.
• G is a functional of G0, provided that the perturbative expansion converges. As a result,
the energy is a functional of Nk.

5.3.1 Phenomenological approach GV§8.3

For small deviation from the ground state configuration N (0)
kσ = θ (kF − k), we can always expand

the energy functional to the second order of δNkσ = Nkσ −N (0)
kσ :

E [N ] = E0 +
∑
kσ

EkσδNkσ +
1

2

∑
kσ,k′σ′

fkσ,k′σ′δNkσδNk′σ′ . (5.63)

Effective mass: Ekσ is the quasiparticle energy, the energy required to add/remove a particle into/from
the ground state of the system. Near the Fermi surface:

Ekσ ≈ µ+ ℏv∗F (k − kF ), (5.64)

where v∗F is the effective Fermi velocity, and defines the effective mass by:

v∗F =
ℏkF
m∗ . (5.65)

Note that the effective mass could be very different from the bare electron mass.

Quasiparticle density of states is modified by the effective mass:

N∗(0) =
m∗

m
N(0). (5.66)

It can be determined by measuring the low-temperature heat capacity: GV§8.3.2

cv(T ) =
π2

3
N∗(0)k2BT. (5.67)
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Proof

1. One first needs to generalize the theory to the finite temperature. The entropy of the
non-interacting system is

S = −kB
∑
kσ

[Nkσ lnNkσ + (1−Nkσ) ln (1−Nkσ)] , (5.68)

which is not changedwhen adiabatically switching on the interaction. Byminimizing the
grand potential

Ω [N ] = E [N ]− TS − µ
∑
kσ

Nkσ, (5.69)

we obtain
Nkσ =

{
exp

[
β
(
Ẽkσ − µ

)]
+ 1
}−1

. (5.70)

Note that it is determined by Ẽk instead of Ek, and Ẽk has the correction due to δNkσ =

Nkσ −N (0)
kσ .

2. One can show that the interaction correction to the total energy is of the order of T 4:

E [N ] ≈ E0 +
∑
kσ

EkσδNkσ +O
(
T 4
)
. (5.71)

It is thus negligible.

3. Thus, whendetermining the heat capacity, the systemcanbe treated as if it is non-interacting.

Local quasiparticle energy is the energy required to add/remove a particle in the presence of other
excitations

Ẽkσ =
δE

δNkσ
= Ekσ +

∑
k′σ′

fkσ,k′σ′δNk′σ′ . (5.72)

The energy of a quasiparticle is modified by its interaction with quasi-particles.

Landau Fermi-liquid parameters: For isotropic systems, fkσ,k′σ′ = fσσ′(cos θ), where θ is the angle
between k and k′ (|k| ≈ |k′| ≈ kF ). The system can be characterized by a set of parameters:

F s,a
l =

VN∗(0)

4

∫ 1

−1

dx [f↑↑(x)± f↑↓(x)]Pl(x), (5.73)

where Pl(x) is the Legendre function.

Compressibility
1

K
= ρ2

∂µ

∂ρ
=
ρkF
3

∂µ

∂kF
,

and
δµ = ẼkF+δkF ,σ − ẼkF ,σ = v∗FℏδkF +

∑
k′σ′

fkσ,k′σ′δNk′σ′ , (5.74)

where δNkσ = 1 in a thin shell between kF and kF + δkF . It results in:

K

K0
=
m∗/m

1 + F s
0

. (5.75)

The compressibility can be determined by measuring the sound velocity vs = 1/
√
nmK .

Spin susceptibility
χ

χ0
=
m∗/m

1 + F a
0

. (5.76)

Mass renormalization for a system with the translational symmetry: GV§8.3.6

m∗

m
= 1 + F s

1 . (5.77)
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Proof:

• Look at the system from a reference frame in which the system has an infinitesimal ve-
locity v. The quasiparticle now has the energy

Ekσ + ℏv · k. (5.78)

• It can also be regarded as a system with the Fermi-sea shifted by a wave vector mv/ℏ.
The change of the quasi-particle energy includes:
1. The change of Ekσ for k→ k +mv/ℏ;
2. The shifted distribution induces δNkσ , which gives rise to the interaction correction.

• Equate the changes of the quasiparticle energy from the two different considerations.

5.3.2 Microscopic underpinning GV§8.5

Spectral function Aquasi-particle in an interacting systemdoes not have a definite energy-momentum
relation. Instead, it is described by the spectral function

Aσ(k, ω) = −2ImGr(k, ω) = −2ℏ ImΣr
σ(k, ω)

[ℏω − ϵk − ReΣr
σ(k, ω)]

2
+ [ImΣr

σ(k, ω)]
2 ,

(2.64)(5.79)

which can be interpreted as the probability that the energy of the system changes ℏω after
adding an electron/hole with a momentum ℏk:

Aσ(k, ω) = A>σ (k, ω) +A<σ (k, ω) (2.65)(5.80)

A>σ (k, ω) ≡ iG>σ (k, ω) =
1

Z

∑
n,m

2πδ

(
ω − Em − En

ℏ

)
e−βKn

∣∣∣〈m,N + 1
∣∣∣ â†kσ ∣∣∣n,N〉∣∣∣2 (2.72)(5.81)

A<σ (k, ω) ≡ −iG<σ (k, ω) =
1

Z

∑
n,m

2πδ

(
ω +

Em − En
ℏ

)
e−βKn |⟨m,N − 1 | âkσ |n,N⟩|2 (2.70)(5.82)

For a non-interacting system, it is reduced to a Dirac function.

Quasiparticle energy is determined by the equation

Ekσ = ϵkσ +ReΣr
σ

(
k,
Ekσ
ℏ

)
. (5.83)

Coherent peak: the spectral function has a sharp peak (coherent peak) near the quasiparticle en-
ergy:

Aσ(k, ω) = Zkσ

1
τkσ(

ω − Ekσ

ℏ
)2

+
(

1
2τkσ

)2 +Aincoh.(k, ω), (5.84)

1

Zkσ
= 1− 1

ℏ
∂ReΣr

σ(k, ω)

∂ω

∣∣∣∣
ℏω=Ekσ

, (5.85)

ℏ
2τkσ

= Zkσ |ImΣr (k, Ekσ/ℏ)| . (5.86)

Zkσ is called the quasi-particle weight. Near the Fermi surface, we have

ImΣr
σ

(
k,
Ekσ
ℏ

)
∝ (Ekσ − µ)2 (5.87)

Fermi surface: A Fermi-liquid has the property that there exists a Fermi surface defined by the
equations:

µ− ϵkFσ − ReΣr
σ

(
kFσ,

µ

ℏ

)
= 0, (5.88)

ImΣr
σ

(
kFσ,

µ

ℏ

)
= 0. (5.89)

The equations define a d − 1 surface in the momentum space as well as the Fermi energy
EF = µ.
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450 The normal Fermi liquid
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Fig. 8.14. Behavior of the plane wave states average occupation number in three dimensions from
Eq. (8.132) at rs = 2 (solid line) and rs = 5 (dashed line).

the quantum Monte Carlo method. It is useful to summarize the results of these studies by
means of relatively simple interpolation formulas designed to satisfy the normalization sum
rule and to allow one to correctly reproduce the value of the interacting kinetic energy, that
is,

∑
k⃗σ nk⃗σ

h̄2k2

2m . In three dimensions we have (Senatore, Moroni, and Ceperley, 1996):

nk⃗,σ ≃

⎧
⎨

⎩

a1 + a2x2 (x < 1)
a3

x8
+ a4e−a5x2

(x > 1) ,
(8.132)

where x = k
kF

and the parameters ai are given in Table 8.2. There we also give the val-
ues of the renormalization constant Z as determined by Monte Carlo (Ortiz and Ballone,
1997).33

For the two-dimensional case the corresponding interpolation formula is instead given
by (Conti, 1997):

nk⃗,σ ≃

⎧
⎨

⎩

a0 + a1x + a2x2 + a3x3 + a4x4 + a10x5 (x < 1)

4g(0)r2
s

x6 +
(
a7 + a8x + a9x2

)
exp

{
− x−1

a5
− (x−1)2

a2
6

}
(x > 1) .

(8.133)

The corresponding parameters are given in Table 8.3 alongside the Monte Carlo values for
Z . The necessary numerical values for g(0) can be found in Appendix 4.

8.5.3 Quasiparticle energy, renormalization constant, and effective mass

The essential property of a “normal Fermi liquid” can now be restated as follows: there
exists a Fermi surface at k = kF such that for all wave vectors close to it the spectral function
has a sharp peak at the quasiparticle energy Ek⃗σ = µ + O(k − kF ), and the width of the

33 The large-k behavior of nk⃗σ ∼ a3

(
kF
k

)8
is believed to be exact, with the coefficient a3 calculated by Yasuhara and Kawazoe

(1976): a3 = 8
9

( α3rs
π

)2
g(0). What makes the calculation doable at large wave vectors is the fact that only two-body collisions

matter in this regime – a fact already noted in the calculation of the large-q behavior of the structure factor.

Figure 5.1: Momentum occupation number for an electron gas with rs = 2 (solid line) and rs = 5
(dashed line). GV Fig. 8.14

Luttinger theorem: The volume enclosed by the Fermi surface (Fermi sea) coincides with that of a
non-interaction Fermi liquid of the same density 5. GV§8.5.4

Effective mass:
ℏ2kFσ
m∗ =

dEkσ
dk

∣∣∣∣
k=kFσ

, (5.90)

m

m∗ = ZkFσ

(
1 +

m

ℏ2kFσ
∂ReΣr

σ (k, µ/ℏ)
∂k

∣∣∣∣
k=kFσ

)
. (5.91)

Momentum occupation number nkσ has a discontinuous jump at k = kF by an amount ZkFσ . See
Fig. 5.1. GV§8.5.2

Proof: Near the Fermi surface, ImΣr → 0, we have

Aσ (k, ω)→ 2πδ

[
ω − ϵk +ReΣr

σ(k, ω)

ℏ

]
+Aincoh.(k, ω) (5.92)

= 2πZkFσδ

[
ω − Ekσ

ℏ

]
+Aincoh.(k, ω) (5.93)

The momentum occupation number is determined by

nkσ = i

∫
dω

2π
G<σ (k, ω) =

∫ µ/ℏ

−∞

dω

2π
Aσ (k, ω) . (2.74)(5.94)

For two k’s located in (Ek ≤ µ) and out (Ek > µ) of the Fermi-sea, the difference of
Aincoh.(k, ω) is negligible, and the difference of the integral is ZkFσ .

Landau energy functional: The ground state energy functional Eq. (5.26) can be rewritten as (5.32)

E [Nk]−E0 = iℏ
∑
k

∫
dω

2π

[
ln

[
1− 1

ℏ
G0 (k, ω)Σ (k, ω)

]
+

1

ℏ
Σ(k, ω)G (k, ω)

]
+

iℏ
T0

Φ [G] , (5.95)

whereΣ is a functional ofG, andG = G[G0] is regarded as a functional ofG0. G0 is determined
by Nk through Eq. (5.62).

5The Luttinger theorem is valid only for systems with the time-reversal symmetry. For magnetic systems with the spin-
orbit coupling, there exists a Berry curvature correction to the measure of the phase space. The Fermi sea volumewill depend
on the external magnetic field, and the theorem breaks down [29].
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Quasiparticle energy We can prove that the quasiparticle energy defined in Eq. (5.83) is indeed
the quasiparticle energy appeared in the energy functional Eq. (5.63):

• We considerNk is changed from 0 to 1 for a k near the Fermi surface. It induces a change
of the Green’s function G0(k, ω)

1

ℏω − ϵk + iη
−→ 1

ℏω − ϵk − iη
. (5.96)

• The change of the energy:

δE = δE0 − ℏ
∑
k

∫ ∞

−∞

dω

2πi
δ ln

[
1− 1

ℏ
G0 (k, ω)Σ (k, ω)

]
(5.97)

= ϵk − ℏ
∫ ∞

−∞

dω

π
Im

[
ln

ℏω − ϵk − Σ(k, ω)− iη

ℏω − ϵk − iη

]
(5.98)

where the variation is only acted on G0 because δE[G]/δG = 0.
• Near the Fermi surface, Σ is approximately real [Eq. (5.87)]. Note that Im ln(x − iη) =
−πθ(−x), we have

δE = ϵk + ℏ
∫ ∞

−∞
dω

[
θ

(
Ek
ℏ
− ω

)
− θ

(ϵk
ℏ
− ω

)]
= Ek. (5.83)(5.99)

Interaction parameters fkσ.k′σ′ can be determined by inspecting how the local quasi-particle en-
ergy changes when Nkσ is varied:

Ẽkσ = Ekσ + δEkσ = ϵkσ +Σσ

(
k,
Ekσ + δEkσ

ℏ

)
+ δΣσ (k, Ekσ/ℏ) . (5.100)

• It leads to:
δEkσ = ZkσδΣσ (k, Ekσ/ℏ) . (5.101)

• By comparing to Eq. (5.72), we obtain

fkσ,k′σ′ = Zkσ
δΣσ (k, Ekσ/ℏ)

δNk′σ′
. (5.102)

• The interaction parameters can be related to the scattering amplitude Eq. (5.50) by

fkσ,k′σ′ =
1

V
ZkσZk′σ′T (11′, 11′) (5.103)

with 1 ≡ (k, Ekσ, σ) and 1′ ≡ (k′, Ek′σ′ , σ′). See GV§8.5.5 for a derivation 6.

5.4 Generalizations
• In principle, as long as we know the energy functional (e.g., Φ[G]), we solve the many-particle
problem.

• Unfortunately, there is no easy way to determine the exact form of the functional. Evenworse,
its existence is not always guaranteed [14]:

– The Legendre transformation Eq. (5.14) is well defined only when the map from ϕ to G is
invertible.

– The physical solutions of the stationary condition δΓ[G] = 0may be saddle points and not
extrema [5].

• It is often more useful and practical to define functionals which are less general.
6There are a number of sign errors in relevant equations of GV: (8.170), the first term of (8.172), the second term of (8.173)

and (8.175). There is also a factor 1/ℏ for the second term of (8.175). (8.175) is actually the Bethe-Salpeter equation (5.50).

61



Density functional theory: one can introduce a bilinear source

S =

∫
dτdrρ̂(rτ)ϕ(r) = ℏβ

∫
drρ̂(r)ϕ(r). (5.104)

After the Legendre transformation, we can define an energy function of the local density
ρ(r) ≡ ⟨ρ̂(r)⟩.

• Kohn-Hohenberg theorem: the map from ϕ to ρ is invertible.
• The functional can be constructed empirically.

Dynamic mean field theory: For a tight-binding (lattice)model, one can introduce a bilinear source [13]

S =
∑
i

∫
dτdτ ′ψ∗

iσ(τ)ψiσ′(τ ′)Mi,σσ′(τ − τ ′). (5.105)

It results in an energy functional of Gloc(τ − τ ′) ≡ −⟨ψiσ(τ)ψ∗
iσ′(τ ′)⟩.

• The functional can be obtained by solving the Anderson impurity model Eq. (1.92) in an
effective medium.

• All local correlation effects are included in the approach.

Problems
1. Derive Eq. (5.36) and (5.43) by starting from the Luttinger-Ward functional Eq. (5.37) and ap-

plying the definitions Eq. (5.31) and (5.42).

2. Determine the self-energy and the irreducible interaction with respect to ΦGW[G] (Eq. 5.38).

3. Determine the Bethe-Salpeter equation Eq. (5.50) in the frequency/momentum domain.

4. Derive the spin susceptibility formula Eq. (5.76).
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Chapter 6

Theory of electron liquid

6.1 Energy FW§12

The second quantized Hamiltonian of a homogeneous electron gas (jellium model) reads:

Ĥ =
∑
kσ

ℏ2k2

2m
â†kσâkσ +

e2

2V
∑
q ̸=0

∑
kσ,pσ′

4π

q2
â†k+qσâ

†
p−qσ′ âpσ′ âkσ. (1.82)(6.1)

Dimensionless form: we choose the unit of the length as the average distance between electrons
r0:

4π

3
r30N = V. (6.2)

Dimensionless density parameter
rs =

r0
a0
, (6.3)

where a0 = ℏ2/me2 is the Bohr radius.

The dimensionless form of the Hamiltonian is

Ĥ =
e2

2a0

 1

r2s

∑
kσ

k2â†kσâkσ +
1

rs

1

V
∑
q ̸=0

∑
kσ,pσ′

4π

q2
â†k+qσâ

†
p−qσ′ âpσ′ âkσ

 , (6.4)

where the volume and momenta have been scaled by the new length unit: V → V/r30 = 4πN/3,
k,p, q → kr0,pr0, qr0.

Counter-intuitively, the high-density limit rs → 0 is the non-interacting limit.

6.1.1 Hartree-Fock approximation
We calculate the expectation value of the Hamiltonian with respect to the ground state of an ideal
non-interacting electron gas, i. e., a filled Fermi sea with

kF r0 =
1

α
, α =

(
4

9π

)1/3

. (6.5)

Kinetic energy: we have n0kσ =
〈
â†kσâkσ

〉
0
= θ(kF − |k|), and

E0 =
e2

2a0r2s

∑
kσ

k2n0kσ = 2× e2

2a0r2s
V
∫ 1/α

0

4πk2dk

(2π)3
k2 =

3N

5α2r2s
Ry. (6.6)

where Ry ≡ e2/2a0. The average electron kinetic energy is

ϵ0 =
E0

N
≈ 2.21

r2s
Ry. (6.7)

63



2 4 6 8 10

−0.1 e2

2a0

0.1 e2

2a0

rs

E/N

E
N

= −0.095 e2

2a0

rs = 4.83

rs = 3.83

E
N

= −0.099 e2

2a0

Figure 6.1: Approximate ground state energy of an electron gas. Black: Hartree-Fock approximation
Eq. (6.7)+Eq. (6.11); Blue: Eq. (6.31).

Exchange energy: to calculate the expectation value of the second term, we apply Wick’s theorem〈
â†k+qσâ

†
p−qσ′ âpσ′ âkσ

〉
0
=
〈
â†k+qσâkσ

〉
0

〈
â†p−qσ′ âpσ′

〉
0
−
〈
â†k+qσâpσ′

〉
0

〈
â†p−qσ′ âkσ

〉
0

(6.8)

= δq,0n
0
kσn

0
pσ′ − δq,p−kδσσ′n0kσn

0
k+q,σ. (6.9)

We have

Ex = − e2

2a0

1

rs

1

V
∑
q ̸=0

4π

q2

∑
kσ

n0kσn
0
k+q,σ = − 3

2παrs
N Ry, (6.10)

ϵx =
Ex

N
≈ −0.916

rs
Ry. (6.11)

Perturbative approach: the exchange energy can also be obtained from the diagram

k, ω

k + q, ω′

= iℏV
(
i

ℏ

)
1

2
(−1)

∑
σσ′

∫
dq

(2π)3
v(q)

∫
dk

(2π)3

× δσσ′

∫
dω

2π
G0(k, ω)e

iωη

∫
dω′

2π
G0(k + q, ω′)eiω

′η. (6.12)

Note that
∫

dω
2πG0(k, ω)e

iωη = in0k.

Self energy (5.35)

= 0, (6.13)

Σ(k, ω) = ℏ = δσσ′ i

∫
dq

(2π)3
v(q)

∫
dν

2π
G0(k + q, ν)eiνη (6.14)

= −δσσ′

∫
dq

(2π)3
v(q)n0k+q =

e2kF
π

S

(
k

kF

)
, MH(5.19)(6.15)

S (x) = −
(
1 +

1− x2

x
ln

∣∣∣∣1 + x

1− x

∣∣∣∣) . (6.16)

The singularity at k = kF results in a vanishing effective mass, which is actually unphysical. (5.91)
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6.1.2 High order contributions
The second order diagrams of the self energy are evaluated in MH §5.1.5–5.1.7:

(a) (b) (c)

(6.17)

• (a) is convergent and has an on-shell value independent of the density.

• (b) can be interpreted as a self-energy correction to the propagator line of Eq. (6.14). The
correction is ω-independent. It has no effect because of Luttinger’s theorem.

• (c) diverges:

ℏ (k, ω) = iδσσ′

∫
dq

(2π)3

∫
dν

2π
[v(q)]

2
χ0(q, ν)G0(k + q, ω + ν) (6.18)

∼
∫

dq

q2
→∞, (6.19)

where χ0(q, ν) denotes the polarization bubble:

χ0(q, ν) = kk + q

q

q

= − i

ℏ
∑
σσ′

δσσ′

∫
dk

(2π)3

∫
dω

2π
G0(k + q, ω + ν)G0(k, ω). (6.20)

Higher order diagrams with more bubbles (e.g., ) diverge even worse.

Re-summation The divergence can be removed by summing all direct ring diagrams:

ΣRPA(k, ω) = ℏ

 + + + . . .

 (6.21)

= i

∫
dq

(2π)3

∫
dν

2π
v(q)

{
1 + v(q)χ0(q, ν) + [v(q)χ0(q, ν)]

2
+ · · ·

}
G0(k + q, ω + ν)

(6.22)

= i

∫
dq

(2π)3

∫
dν

2π

v(q)

1− v(q)χ0(q, ν)
G0(k + q, ω + ν) (6.23)

≡ i

∫
dq

(2π)3

∫
dν

2π
W (q, ν)G0(k + q, ω + ν), (6.24)

whereW (q, ν) ≡ v(q)/εRPA(q, ν) can be interpreted as a screened e-e interaction by the dielec-
tric function

εRPA(q, ν) = 1− v(q)χ0(q, ν). (6.25)
The effective mass becomes finite.

Ground state energy The GW approximation for the Luttinger-Ward functional

ΦGW [G] = + + + . . . (5.38)(6.26)

= −1

2
VT0

∫
dq

(2π)3

∫
dν

2π
ln {1− v(q)χ0[G](q, ν)} (6.27)
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can now be justified: It is a re-summation of the most diverging diagrams of the perturbative
expansion.
The ground state energy can be calculated by the G0W0 approximation:

E [G]− E0 = iℏ

{∑
k

∫
dω

2π

{
ln
[
G0 (k, ω)G

−1 (k, ω)
]
+G−1

0 (k, ω)G (k, ω)− 1
}
+

1

T0
Φ [G]

}
(5.26)

(6.28)

≈ iℏ
T0

ΦGW [G0] +O
(
δG2

)
(6.29)

= − iℏ
2
V
∫

dq

(2π)3

∫
dν

2π
ln [1− v(q)χ0(q, ν)] +O

(
δG2

)
(6.30)

The correction due to δG ≡ G − G0 is of the second order because δE[G]/δG = 0. The evalu-
ation of the integral can be found in FW Eq. (12.53-12.61). Note that the energy includes the
exchange energy Eq. (6.10). The total ground state energy can be written as (in Ry):

ϵ(rs) =
E

N
≈ 2.21

r2s
− 0.916

rs
+ 0.0622 ln rs − 0.094 +O (rs ln rs) . . . FW(12.62)(6.31)

The correction to the kinetic energy and the exchange energy is called the correlation energy.
The constant term includes the contribution of Eq. (6.17a). The singular expansion (i.e.,∝ ln rs)
is a result of the divergence observed in Eq. (6.17c).

Further improvement requires quantum Monte Carlo (QMC) simulations. An interpolation for-
mula for the ground state energy of the electron gas is presented in GV §1.7.2.

Wigner crystal phase becomes more stable (lower energy) than the electron liquid phase when rs
is sufficiently large. The phase transition occurs at rs ∼ 100 in 3D. There could be more phase
transitions before the transition to the Wigner crystal (e.g., to a ferromagnetic electron liquid).
The issue is yet to be fully clarified. See GV §1.7.2.

6.1.3 General structure of the self-energy
The Green’s function satisfies the equation:

Ĝ−1
0 G(1, 1′) = δ(1− 1′)− i

ℏ

∫
d2 v(1− 2)

〈
T
[
ψ̂†(2)ψ̂(2)ψ̂(1)ψ̂†(1′)

]〉
(6.32)

= δ(1− 1′)− i

ℏ

∫
d2 v(1− 2)G(2) (12, 1′2) . (6.33)

It suggests: ∫
d2Σ(1, 2)G(2, 1′) = −i

∫
d2 v(1− 2)G(2) (12, 1′2) . (6.34)

Substituting Eq. (5.12) and (5.49) into the equation, we obtain an exact relation for Σ:

2

1
= 1

2
+

1

2

− i

(
i

ℏ

)
T

2

1

, (6.35)

Σ(k) = ΣHF(k) +
1

ℏ

∫
dpdq v(q)T (k + q, p− q; k, p)G (p)G (p− q)G (k + q) . (6.36)

where the first two terms are nothing but the Hartree-Fock contribution.
T can be obtained from the irreducible interaction I by solving the Bethe-Salpeter equation

Eq. (5.50). By choosing a proper set of diagrams in Eq. (5.43) or assuming an approximated form for
I (see §6.2.3), one could close Eq. (6.35).

For certain systems (e.g., Fermions with hard-core interaction), re-summation is needed for ob-
taining I . An example can be found in FW §11.
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6.2 Density response function

6.2.1 Basic properties GV §3.3

Density response function describes how the density changes in response to an infinitesimal ex-
ternal scalar potential:

δρ(rt) =

∫
dr′
∫

dt′χr(rt, r′t′)ϕ(r′t′), (6.37)

χr(rt, r′t′) = − i

ℏ
θ(t− t′) ⟨[ρ̂(rt), ρ̂(r′t′)]⟩ . (2.44)(6.38)

For spatially-temporally uniform systems, it ismore convenient to use the Fourier transformed
form

δρ(q, ω) = χr(q, ω)ϕext(q, ω), (6.39)

χr(q, ω) = − i

ℏV

∫ ∞

0

dt eiωt ⟨[ρ̂q(t), ρ̂−q]⟩ , (6.40)

where ρ̂q(t) ≡
∑
i e

−iq·r̂i(t) =
∑

kσ â
†
k−q,σ(t)âkσ(t).

Time ordered density correlation function is defined as

χ(rt, r′t′) = − i

ℏ

〈
T̂ [∆ρ̂(rt)∆ρ̂(r′t′)]

〉
=

i

ℏ
G(2)

c

(
rt, r′t′; rt+, r′t′+

)
, (6.41)

where ∆ρ̂(rt) ≡ ρ̂(rt) − ρ0. The thermal (imaginary time) version of the correlation function
is defined as

χT(rτ, r′τ ′) = −1

ℏ

〈
T̂ [∆ρ̂(rτ)∆ρ̂(r′τ ′)]

〉
. (6.42)

Fluctuation-dissipation theorem canbe established for the density correlation/response functions.
§2.2.1

Density structure factor is defined as

S(q, ω) = iℏρ−1
0 χ>(q, ω) =

1

N

∫ ∞

−∞
dt eiωt ⟨∆ρ̂q(t)∆ρ̂−q⟩ (6.43)

=
1

ZN

∑
m,n

2πδ

(
ω − Kn −Km

ℏ

)
e−βKm |⟨m |∆ρ̂q |n⟩|2 Eq. (2.72), (6.44)

which is related to the PAIR CORRELATION FUNCTION or RADIAL DISTRIBUTION FUNCTION. GV §A4

Fluctuation-dissipation relations (2.74–2.79)The spectral function is defined by

B(q, ω) = −2Imχr(q, ω) = i
[
χ>(q, ω)− χ<(q, ω)

]
(6.45)

=
ρ0
ℏ
(
1− e−βℏω

)
S(q, ω), (2.75)(6.46)

B(q, ω) = −B(−q,−ω). (6.47)

The density response functions are related to the spectral function by: χ(q, ω)
χr(q, ω)
χa(q, ω)

 =

∫
dω1

2π
B(q, ω1)


− nB(ω1)
ω−ω1−iη + 1+nB(ω1)

ω−ω1+iη
1

ω−ω1+iη
1

ω−ω1−iη

 , (2.77)(6.48)

Re

 χ(q, ω)
χr(q, ω)
χa(q, ω)

 = P
∫

dω1

2π

B(q, ω1)

ω − ω1
, (6.49)

Im

 χ(q, ω)
χr(q, ω)
χa(q, ω)

 =

 − coth βℏω
2

−
+

 1

2
B(q, ω). (6.50)
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χT(q, ωn) =

∫ ∞

−∞

dω1

2π

B(q, ω1)

iωn − ω1
(6.51)

where nB(ω) = 1/(eβℏω − 1) is the Bose distribution function.

f-sum rules ∫ ∞

−∞

dω

2π
ωB(q, ω) =

ρ0q
2

m
. (6.52)

To derive the sum rule, we make use of the continuity equation and the commutation relation[
ĵq, ρ̂−q′

]
=

ℏq
m
ρ̂q−q′ , (6.53)

where ĵq is the current density operator.
Higher order sum rules could also be established. See GV §3.3.3.

Stiffness theorem The energy/grand potential of a system with an inhomogeneous density is

E [ρq] = E0−
1

V
∑
q

|δρq|2

2χr(q)
, (6.54)

where χr(q) ≡ χr(q, ω = 0).

Proof GV §3.2.9

• Consider a system perturbed by an external potential

Ĥϕ = Ĥ +
1

V
∑
q

δρ̂−qϕq. (6.55)

• The perturbation induces a density change δρq . Conversely, to create a given density
distribution,

ϕq =
δρq
χr(q)

, (6.56)

• We scale the perturbation with a factor λ: Ĥϕ(λ) = Ĥ + λ 1
V
∑

q δρ̂−qϕq . By applying the
Hellman-Feynman theorem, we have

Eϕ =
〈
Ĥϕ

〉
= E0 +

∫ 1

0

dλ

〈
∂Ĥϕ(λ)

∂λ

〉
(6.57)

≈ E0 +

∫ 1

0

dλλ
1

V
∑
q

χr(q) |ϕq|2 = E0 +
1

2

1

V
∑
q

χr(q) |ϕq|2 . (6.58)

• The internal energy of the system is

E [ρq] =
〈
Ĥ
〉
= Eϕ −

1

V
∑
q

χr(q) |ϕq|2 . (6.59)

Note that the stiffness theorem can be generalized for arbitrary observables.

Compressibility sum rule

lim
q→0

[
1

χr(q)
+ v(q)

]
= −∂

2 [ρ0ϵ (ρ0)]

∂ρ20
= − 1

ρ20K
, (6.60)

where K is the compressibility. The compressibility of a two-dimensional electron gas can be
measured by QUANTUM CAPACITANCE experiments. It can be negative. GV§5.2.3

Proof GV §3.3.4

• Introduce a long-wavelength density modulation δρq .
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• Determine the change of the energy by
– applying the stiffness theorem: δE = − |δρq|2 /2Vχr(q);
– calculating the energy directly, including the electrostatic energy and the local energy

δE = δ

∫
drρ(r)ϵ [ρ(r)] +

1

2V
v(q) |δρq|2 . (6.61)

• Equate the results from the two approaches and set q → 0.

Proper density response function is defined by

1

χ̃r(q, ω)
=

1

χr(q, ω)
+ v(q). (6.62)

It is the density response function of a fictitious system in which the positive charge back-
ground always compensates the change of the electron density.

Dielectric function is defined as the ratio between the applied external potential and the total
(screened) potential:

ϕsc(q, ω) ≡ ϕ(q, ω) + ϕind(q, ω) =
ϕ(q, ω)

ϵ(q, ω)
, (6.63)

where ϕind(q) = v(q)δρ(q, ω) is the Coulomb potential induced by the perturbed electron den-
sity.

1

ϵ(q, ω)
= 1 + v(q)χr(q, ω), (6.64)

ϵ(q, ω) = 1− v(q)χ̃r(q, ω), (6.65)

χr(q, ω) =
χ̃r(q, ω)

ϵ(q, ω)
. (6.66)

6.2.2 Random phase approximation (RPA) GV §5.3

The random phase approximation assumes

χ̃r(q, ω) ≈ χr
0(q, ω), (6.67)

where χr
0(q, ω) is the density response function of an ideal (non-interacting) electron gas.

Intuitive picture We treat electrons as independent particles, and approximate the effect of the e-e
interaction to the average potential ϕind (Hartree approximation):

δρ(q, ω) = χr
0(q, ω) [ϕ(q, ω) + v(q)δρ(q, ω)] , (6.68)

where χr
0(q, ω) is the density response function of independent electrons. The full density

response function is

ϵRPA (q, ω) = 1− v(q)χr
0(q, ω),

(6.65)(6.69)

χr
RPA(q, ω) =

χr
0(q, ω)

ϵRPA (q, ω)
=

χr
0(q, ω)

1− v(q)χr
0(q, ω)

. (6.66)(6.70)

Diagrams corresponding to RPA are

χRPA(q, ω) =
i

ℏ

[
+ + + . . .

]
(6.71)

=

i
ℏ

1− v(q)
[

i
ℏ

] . (6.25)(6.72)
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Lindhard function is the density response function of a non-interacting electron gas: GV §4.4

χr
0(q, ω) =

i

ℏ
(6.73)

= − i

ℏ
∑
σ

∫
dk

(2π)3

∫
dν

2π

[
G<σ (k + q, ν + ω)Ga

σ(k, ν) +Gr
σ(k + q, ω + ν)G<σ (k, ν)

]
Tab. 4.1

(6.74)

= 2

∫
dk

(2π)3
f (ϵk)− f (ϵk+q)

ℏω + ϵk − ϵk+q + iη
, (2.74, 2.77)(6.75)

where f(ϵ) = n+(ϵ) = 1/(eβ(ϵ−µ) + 1) is the Fermi-Dirac distribution function.

Zero temperature The function can be determined analytically :

χr
0(q, ω) = N(0)

kF
q

[
Ψ3

(
ω + iη

qvF
− q

2kF

)
−Ψ3

(
ω + iη

qvF
+

q

2kF

)]
, (6.76)

Ψ3(z) =
z

2
+

1− z2

4
ln
z + 1

z − 1

|z|→∞−→ 1

3z
+

1

15z3
, (6.77)

where N(0) = mkF /(πℏ)2 is the density of states at the Fermi surface, and vF = ℏkF /m is
the Fermi velocity. More explicitly,

Reχr
0(q, ω)

N(0)
= −1

2
+

1− ν2−
4q̃

ln

∣∣∣∣ν− − 1

ν− + 1

∣∣∣∣− 1− ν2+
4q̃

ln

∣∣∣∣ν+ − 1

ν+ + 1

∣∣∣∣ , (6.78)

Imχr
0(q, ω)

N(0)
=

π

4q̃

[
θ
(
1− ν2+

) (
1− ν2+

)
− θ

(
1− ν2−

) (
1− ν2−

)]
, (6.79)

q̃ ≡ q

kF
, ν± ≡

ω

qvF
± q

2kF
. (6.80)

Finite temperature The function can be determined by

Reχr
0(q, ω)

N(0)
= −

∫ ∞

0

dx
F (x, T )

2q̃

(
ln

∣∣∣∣x− ν−x+ ν−

∣∣∣∣− ln

∣∣∣∣x− ν+x+ ν+

∣∣∣∣) , (6.81)

Imχr
0(q, ω)

N(0)
= − πω

4ϵF q̃
− kBT

4ϵF q̃
ln

1 + exp
[
β
(
ν2−ϵF − µ

)]
1 + exp

[
β
(
ν2+ϵF − µ

)] , (6.82)

F (x, T ) =
x

exp [β (x2ϵF − µ)] + 1
, (6.83)

where ϵF ≡ ℏ2k2F /2m, and µ is the chemical potential at finite temperature.

See Fig. 6.2 for the Lindhard function, and Fig. 6.3 for a comparison between χr
0 and χr

RPA. See
GV §4 for a thorough discussion on the Lindhard function.

Long-wavelength and static limit: The Lindhard function has a singularity at q → 0 and ω →
0. The limit depends on the ratio ω/vF q. Depending on the order of taking the limits, we
have:

lim
q→0

lim
ω→0

χr
0(q, ω) = −N(0), (6.84)

lim
ω→0

lim
q→0

χr
0(q, ω)→

ρ0q
2

mω2

[
1 +

3

5

q2v2F
ω2

]
(for vF q ≪ ω), (6.77)(6.85)

corresponding to the static limit and dynamic limit, respectively.
It is common to see the behavior in response functions:
• When calculating non-equilibrium responses (e.g., conductivity), one should use the
dynamic limit.

• The static limit of a response function could be different from usual thermodynamic
susceptibilities. There are three different kinds of static susceptibilities:
– isolated susceptibility χiso = limω→0 χ

r(ω);
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Table 4.2. Explicit expressions for χ0σ (q , 0) – the
static limit of the one-spin Lindhard function. Here

q̄σ = q
kFσ

. The corresponding Fourier transforms are
given in Table 4.3.

d χ0σ (q , 0)

3 −Nσ (0)
[

1
2 + q̄ 2

σ −4
8 q̄σ

ln
∣∣∣ q̄σ −2

q̄σ +2

∣∣∣
]

2 −Nσ (0)
[

1 − #(q̄σ − 2)
√

q̄ 2
σ −4

q̄σ

]

1 −Nσ (0)
[

1
q̄σ

ln
∣∣∣ q̄σ +2

q̄σ −2

∣∣∣
]

Fig. 4.1. The behavior of the function χ0(q , 0) =
∑

σ χ0σ (q , 0) as obtained from Table 4.2 in the
paramagnetic state for d = 1, 2, 3.

Notice that the principal part prescription, apparently required by the presence of the in-
finitesimal η in the denominator of Eq. (4.16), is actually not needed here, since the denom-
inator of this expression can only vanish simultaneously with the numerator.1 At T = 0
the static Lindhard function can either be obtained analytically from a direct evaluation of
Eq. (4.26), or deduced from the ω → 0 limit of Eq. (4.24). The resulting analytic form is
given in Table 4.2 and plotted in Fig. 4.1.

1 Eq. (4.26) is mathematically equivalent to Eq. (3.14), which was obtained in Chapter 3 by more elementary means.
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  ω/2εFσh

3D
q = 0.5 kFσ

ω+
0.2 0.4 0.6 0.8 1

-0.5

-0.25

0.25

0.5

0.75

1

Fig. 4.4. The real part (solid line) and the imaginary part (dashed line) of the dimensionless Lindhard
function − χ0σ (q ,ω)

Nσ (0) in three dimensions for q = 0.5kFσ . ω+ represents the upper edge of the electron–
hole continuum. The cusp in the imaginary part occurs at the boundary between regions I and II of
Fig. 4.2, i.e. at ω = |ω−(q )|.

Notice that in the region |ω−(q )| ≤ |ω| ≤ ω+(q ) (labeled as I in Fig. 4.2) one has |ν−| < 1
and |ν+| < 1, so both terms in Eq. (4.25) contribute to the imaginary part of χ0, while in
the region 0 ≤ |ω| ≤ |ω−(q )| (labeled as II in Fig. 4.2) one has |ν−| < 1 and |ν+| > 1 so
only the first term in Eq. (4.25) contributes.

The details of the behavior of ℑmχ0(q , ω) depend on dimensionality. For q ≤ 2kF , in
three dimensions, we see from Eq. (4.25) that ℑmχ0σ (q , ω) is a linear function of frequency

ℑmχ0σ (q , ω) = −π

2
Nσ (0)

ω

qvFσ

, 3D , (4.35)

for 0 ≤ ω ≤ |ω−(q )| (i.e., in region II), and then becomes an arc of parabola for |ω−(q )| ≤
ω ≤ ω+(q ) (region I). For q > 2kF only the parabola is present. This behavior is displayed
in Figs. 4.4 and 4.5.

In the two dimensional case the situation is only slightly different and the low frequency
expansion for ℑmχ0(q , ω) in region II, for ω ≪ |ω−(q )| is

ℑmχ0σ (q , ω) ≃ − Nσ (0)
√

1 −
(

q
2kFσ

)2

ω

qvFσ

, 2D . (4.36)

The behavior of ℑmχ0 is displayed in Figs. 4.6 and 4.7.
Notice that the sharp cutoffs in the imaginary part of χ0(q⃗ , ω) as a function of frequency

are intimately related to the rapid swing in the real part of this function: at small wave vector
ℜeχ0(q⃗ , ω) changes sign from negative to positive, as ω sweeps across the electron–hole
continuum.6 For ω ≪ qvF on the other hand, the real part of χ0(q , ω) has a parabolic shape
χ0(q , ω) ≈ χ0(q , 0) + O(ω2).

In one dimension, the structure of the electron–hole continuum is different. Because the
“Fermi surface” in this case consists of just the two points ±kF , excitations of vanishing

6 This behavior is a direct consequence of the fact that ℜeχ0(q⃗ , ω) and ℑmχ0(q⃗ , ω) are related via the Kramers–Krönig relations
(see Eq. (3.8 0)).
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  ω/2εFσh

3D
q = 2.5 kFσ

ω+
2 4 6 8

-0.2

-0.1

0.1

0.2

0.3

ω-

Fig. 4.5. Same as Fig. 4.4 for q = 2.5kFσ . ω− and ω+ represent the lower and upper edges of the
electron–hole continuum.

  ω/2εFσh

2D
q = 0.5 kFσ

ω+
0.2 0.4 0.6 0.8 1

-1

-0.5
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1

1.5

Fig. 4.6. Characteristic shark fin shape of the imaginary part of the dimensionless Lindhard function
− χ0σ (q ,ω)

Nσ (0) (dashed line) in two dimensions for wave vectors less than 2kF . Here q = 0.5kFσ . ω+
represents the upper edge of the electron–hole continuum. The cusp occurs at ω = |ω−(q )|. The solid
line represent the real part of the same function, which is constant for ω < |ω−(q )|.

  ω/2εFσh

2D
q = 2.5 kFσ

ω+ω-
2 4 6 8

-0.2

0.2

0.4

Fig. 4.7. Same as Fig. 4.6 for q = 2.5kFσ . ω− and ω+ represent the lower and upper edges of the
electron–hole continuum.

Figure 6.2: Lindhard function at zero temperature in different parameter regimes, shown as
−χ0(q, ω)/N(0). Top: static response function for ω = 0; Bottom left: q < 2kF ; Bottom right: q > 2kF .
The dashed lines show the imaginary part of the response function. GV Fig. 4.1, .4, .5
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Fig. 5.4. Behavior of the three dimensional static density response function in RPA for a three dimen-
sional electron gas (full line). The short dashed line reproduces the corresponding non-interacting
(Lindhard) function. The long dashed curve shows the sizable effect of the appropriate static many-
body local field correction beyond RPA as discussed in Section 5.4.1 and in Appendix 11, and agrees
with the result of the Monte Carlo calculation.

Fig. 5.5. Same as in Fig. 5.4 for the case of a two-dimensional electron gas. Here rs = 2.0.
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Fig. 5.9. Plot of −ℑmχ R P A
nn (q⃗, ω) versus frequency at a fixed wave vector q (full line) for a three

dimensional electron gas. The dashed curve represents the rescaled values (by a factor of 10−1) of the
corresponding non-interacting quantity −ℑmχ0(q⃗, ω). The solid triangle on the frequency axis marks
the position of the delta-function representing the plasmon contribution.

Fig. 5.10. Same as in Fig. 5.9 but for a two dimensional electron gas.

values of the Lindhard function respectively in two and three dimensions) as the oscillator
strength is transferred to the plasma mode.

It is reasonable to inquire whether these are genuine properties of the interacting electron
liquid, or artifacts of the RPA. It turns out that, to order q2, the RPA is qualitatively correct:

Figure 6.3: Comparison between the RPA density response function and the Lindhard function.
Left: static response functions, the solid line for the RPA, the short dashed line for the Lindhard, and
the long dashed line for the one with the local field correction (see §6.2.3); Right: imaginary part
of the RPA (solid line) and the Lindhard function (short dashed line). The solid triangle indicates a
δ-function peak associated with a plasmon resonance (see §6.3). GV Fig. 5.9, 5.10
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– isothermal static susceptibility χT ≡ − (∂ρ/∂µ)T ;
– adiabatic static susceptibility χad ≡ − (∂ρ/∂µ)S .

There exist inequalities:
χT ≥ χad ≥ χiso. (6.86)

See Eq. (4.2.32–34) of Ref. [15].
Friedel oscillation: electrons screening an external potential are restricted in |k| > kF . The sharp

restriction in the momentum space results in an oscillation in the real space. FW §14

The RPA response function is shown in Fig. 6.3. The static density response function can be
written as

χr
RPA(q) = −

N(0) (q/kF )
2
g (q/kF )

(q/kF )
2
+ [4πe2N(0)/k2F ] g (q/kF )

, (6.87)

g(x) ≡ 1

2
− 1

2x

(
1− x2

4

)
ln

∣∣∣∣1− x
2

1 + x
2

∣∣∣∣ . (6.88)

In the presence of a test charge−Ze, ϕq = Ze2/q2, the induced density is δρq = χr
RPA(q)ϕq , and

δρ(r) = −Z
∫

dq

(2π)3
eiq·r

(qTF/kF )
2
g (q/kF )

(q/kF )
2
+ (qTF/kF )

2
g (q/kF )

∼
r→∞

−Z
π

2ξ

(4 + ξ)
2

cos (2kF r)

r3
, (6.89)

where qTF ≡
√
4πe2N(0) = (4αrs/π)

1/2
kF is the Thomas-Fermi wave number, ξ ≡ q2TF/2k

2
F. It

is different fromwhat would be expected from a pure hydrostatic (long-wavelength limit) con-
sideration, i.e., the Thomas-Fermi approximation. The latter predicts δρ(r) = −Zq2TFe

−qTFr/(4πr).
At finite temperature, the Fermi surface is smeared. δρ(r) eventually becomes δρ(r)→ −Zq2De−qDr/(4πr)
at r →∞, where qD ≡

√
4πρ0e2β is the Debye screening length. See FW §33.

Caveats of the RPA:

• It completely ignores exchange-correlation effects by assuming that electrons just feel a
mean-field electrostatic potential (Hartree approximation).

• It violates the compressibility sum rule Eq. (6.60) –the RPA predicts a compressibility al-
ways the same as that of a non-interacting electron gas:

1

ρ20K
= − lim

q→0

1

χ̃r(q)
≈ − lim

q→0

1

χr
0(q)

=
1

N(0)
. (6.60)(6.90)

6.2.3 Local field correction GV §5.4

Exact series of diagrams of the density response function can be obtained from Eq. (5.49) and the
Bethe-Salpeter equation Eq. (5.50): (6.41)

χ(q, ω) =
i

ℏ

[
+ + + . . .

]
, (6.91)

Ikωσ,k′ω′σ′(q, ν) ≡
kσ k′σ′

k + q, σ k′ + q, σ′

, (6.92)

where we denote the irreducible electron-hole interaction I as a bold vertex. Compared to the
RPA:

• The exact (bold) Green’s function assumes the places of the free Green’s function;
• The irreducible interaction I assumes the places of the bare interaction v(q).

Note that Ikωσ,k′ω′σ′(q, ν) is in general not a local interaction, i.e., it cannot be written as a form
I (r − r′).
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Local field approximation involves two drastic approximations:

1. Approximate the irreducible electron-hole interaction as

Ikωσ,k′ω′σ′(q, ν) ≈ [1−Gσσ′(q)] v(q). (6.93)

The dependences on k and k′ are ignored. It basically assumes that the irreducible effec-
tive interaction is a local interaction I(r1 − r2). The dependence on frequencies is also
ignored –It is a static approximation.

2. Replace the electron-hole bubble with the non-interacting counterpart, i.e., the Lindhard
function. This is justified by the fact that the exact Green’s function is close to the non-
interacting one except for small renormalization effects. §5.3.2

As a result, we have
χr(q, ω) ≈ χr

0(q, ω)

1− v(q) [1−G+(q)]χr
0(q, ω)

, (6.94)

where
G±(q) ≡

G↑↑(q)±G↑↓(q)

2
. (6.95)

Physical interpretation: The effective potential seen by an electron is different from themean-field
potential of the Hartree approximation because:

• The electrostatic field seen by an electron must not include the contribution from itself;
• Because of the antisymmetry of the wave function, an electron at a give position excludes
the presence in its proximity of another electron with the same spin orientation –ex-
change holes;

• Coulomb repulsion prevents two electrons staying too close –correlation holes.

To take account of these corrections, we introduce the local effective potential felt by an elec-
tron:

ϕeff,σ(q, ω) = ϕσ(q, ω) +
∑
σ′

v(q) [1−Gσσ′(q)] δρσ′(q, ω). (6.96)

The term proportional to −v(q)Gσσ′(q) is the correction due to the aforementioned effects.

Determination of G(q): various approaches have been developed for determining the local field
correction factor.

• Asymptotic behaviors of G(q) are known. GV §5.6

• One of most successful approaches is developed by Singwi, Tosi, Land, and Sjölander,
usually referred as“STLS”scheme. GV §5.4.4

• Ichimaru and Utsumi develop an interpolation formula [12]. See Fig. 6.4 forG(q) from the
Ichimaru-Utsumi interpolation formula. Further developments are reviewed in Ref. [11].

Effective interactions The local field correction introduces vertex corrections to RPA. In the RPA,
the effective interaction between two particles is alwaysW (q, ν) ≡ v(q)/εRPA(q, ν), no matter
what the particles are. With the local field correction, the effective interaction will be different
for different circumstances: GV §5.5

Test charge-test charge interaction A test charge (not an electron) just sees the electrostatic
potential. Therefore，the interaction between two test charges is screened by the dielectric
function defined in Eq. (6.63):

Wtt =
v(q)

ϵ(q, ω)
, (6.97)

1

χ̃r (q, ω)
=

1

χr
0 (q, ω)

+ v (q)G+(q), (6.94,6.62)(6.98)

ϵ(q, ω) = 1− v(q)χ̃r (q, ω) = 1− v(q)χr
0(q, ω)

1 + v(q)G+(q)χr
0(q, ω)

(6.65)(6.99)
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Electron-test charge interaction A test charge density ρt(q, ω) induces a perturbing poten-
tial ϕ(q, ω) = v(q)ρt(q, ω) and an electron density change δρ(q, ω) = χr(q, ω)ϕ(q, ω). The
potential seen by an electron has the exchange-correlation correction:

ϕeff(q, ω) = ϕ(q, ω) + v(q) [1−G+(q)] δρ(q, ω) (6.96)(6.100)

=
ϕ(q, ω)

1− v(q) [1−G+(q)]χr
0(q, ω)

. (6.101)

As a result,

Wet =
v(q)

ϵet(q, ω)
, (6.102)

ϵet(q, ω) = 1− v(q) [1−G+(q)]χ
r
0(q, ω). (6.103)

It corresponds to the diagrams:

Wet = + + + . . . (6.104)

By applying Eq. (6.35) and (5.50), we can determine the self-energy:

ΣLFA (k, ω) = i

∫
dq

(2π)3

∫
dν

2π
Wet(q, ν)G(k + q, ω + ν). (6.105)

Electron-electron interaction is defined to be the IRREDUCIBLE ELECTRON-ELECTRON INTERAC-
TION, which includes all diagrams irreducible in the particle-particle channel. GV §6.3.6

• An electron density ρ↑ with spin ↑ exerts effective external potentials to the system:

ϕ↑(q, ω) = v(q) [1−G↑↑(q)] ρ↑(q, ω), (6.106)
ϕ↓(q, ω) = v(q) [1−G↓↑(q)] ρ↑(q, ω). (6.107)

• They result in effective local potentials

ϕeff,↓ =

[
1

1− v(1−G+)χr
0

− 1

1 + vG−χr
0

]
ρ↑
χr
0

, (6.108)

ϕeff,↑ = ϕeff,↓ −
2vG−

1 + vG−χr
0

ρ↑. (6.109)

• The effective external potentials Eqs (6.106, 6.107) include the exchange-correlation
corrections, which are contributions from the effective many-body medium consist-
ing of all other electrons. They should be excluded from the effective interaction. It
amounts to subtract from ϕeff,↑ and ϕeff,↓ the contributions −vG↑↑ρ↑ and −vG↓↑ρ↑,
respectively.

• The effective interaction can be obtained by dividing the resulting effective potentials
by ρ↑:

W↑↑ = v + [v (1−G+)]
2
χr + (vG−)

2
χr
s, (6.110)

W↑↓ = v + [v (1−G+)]
2
χr − (vG−)

2
χr
s, (6.111)

where χr
S is the spin density response function with respect to the spin density oper-

ator Ŝz = ρ̂↑ − ρ̂↓.
The formula is known as the Kukkonen-Overhauser electron-electron effective interac-
tion formula. It corresponds to the diagrams:

W = + + + . . . (6.112)
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7386 BRIEF REPORTS

dE, (r, ) 1+bix
2 3dr, 1+b]x+b2x +b3x

(5)

1 zg(0)=—
8 Ii(z)

'2
z =4(ar, lrr)'

where I i(z) is a modified Bessel function of the first
order. Use of (7) in (6) thus determines the short-
wavelength behavior of G (q).
Recent advances in the microscopic formulation

of the dielectric function enable us to set up a set
of nonlinear integral equations, through a numeri-
cal solution of which both the exchange and
Coulomb-correlational effects in the local-field
correction have been evaluated. ' Internal con-
sistency and accuracy of the theory have been ex-
amined and ascertained through comparison with
the Monte Carlo and variational results. ""To
simulate the numerical results of the microscopic
theory as well as to accommodate the boundary
conditions (3} and (6), we find it appropriate to ex-
press

G(q)=AQ +BQ +C
+[AQ +(8+ 3A)Q —C]

where bo ——0.062 1814, bi ——9.81379, b2 ——

2.82224, and bs ——0.736411. We use (5) in (4) to
determine the long-wavelength behavior (3) as a
function of r, .
According to Kimball's analysis on the dielec-

tric function of the form (1), the short-wavelength
behavior of G (q) is related to the radial distribu-
tion function g (r) as

lim G(q)=1—g(0} .
Q~ oo

The short-range correlation can be described by the
electron-electron ladder interactions, through a
consideration of which Yasuhara derived an ex-
pression,

Equation (9) is adopted so that Eq. (8) closely
simulates the results of the microscopic theory ','
Fig. 1 shows such a comparison at r, = 4 and 10.
For r, & 1S, A begins to decrease gradually from
0.029.
Equation (8) coupled with (4), (5), (7), (9), (10),

and (11) is the principal result in this paper; the
dielectric screening function is calculated according
to (1). Following the standard procedure' involv-
ing the use of the fluctuation-dissipation theorem,
one can then proceed to calculate various funda-
mental quantities such as the correlation energy
and the radial distribution function. For internal
consistency of the theory represented by (8), the
values of yo and g(0) so calculated should repro-
duce those input values derived from (5) and (7}.
The former is the requirement known as the
compressibility sum rule; the latter is the self-
consistency requirement for the short-range corre-
lation. The balance of this paper is devoted to ex-
amination of the extent to which these require-
ments are satisfied and investigation of a salient
feature in (8).
In Fig. 2, we exhibit the correlation energy com-

puted from (1) and (8), together with Vosko, Wilk,
and Nusair's fitting formula [i.e., the input values
of (5)] and Ceperley and Alder's data; good agree-
ment observed here indicates that Eqs. (1) and (8)
satisfy the compressibility sum rule to a good de-
gree of accuracy. 4'e also compute the correla-
tion-energy contributions E,(q;r, ) from different re-
gions of momentum transfer' as defined by

1.5
(1.0)

rs='0

1,0
(0.5)

where

4—Q 2+Q
4Q 2—Q (8)

0.5
(0)

0::0.1 ' qzqF 10 100

A =0.029 (0&r, (15),
8=—„yo——[1—g(0)]——„&,
C=——,yo+—„[1—g(0)]——,& .

Equations (10) and (11) derive from (3) and (6).

(9)

(10) FIG. 1. Local-field correction G(q) at r, = 4 {below)
and r, = 10 {above). The solid curves represent the
present fitting formula, the dashed curves, the calcula-
tions of Utsumi and Ichimaru (Ref. 5), and the dots,
those of Vashishta and Singwi (Ref. 3).

Figure 6.4: Local-field correction G+(q) for rs = 4 and 10. The solid lines show G(q) from the
Ichimaru-Utsumi interpolation formula. Ref. [12]

6.3 Plasmon

6.3.1 Collective excitation GV §5.3.3

In the absence of the external potential, we have the equation

ϵ(q, ω)ϕsc(q, ω) = 0. (6.63)(6.113)

The equation could be Fourier transformed to the real space and becomes an equation governing the
propagation of a potential/density wave. The dispersion of the wave is determined by the equation

ϵ(q,Ωq) = 0. (6.114)

Note that a zero of the dielectric function is also a pole of the density response function. (6.66)

Applying Eq. (6.65) and the the RPA approximation χ̃r ≈ χr
0 as well as the long-wavelength limit

Eq. (6.85), we obtain

Ωq ≈
√
ω2
p +

3

5
q2v2F, (6.115)

where

ωp =

√
4πρ0e2

m
(6.116)

is the plasma frequency.

Classical picture: The plasma mode at q = 0 is the oscillation of an electron gas as a whole relative
to its fix positive charge background (see Fig. 6.5a):

• A displacement x results in two parallel layers of opposite charges at the two ends of the
system: ρlayer = ρ0x.

• The charge layers give rise to an electric field in the bulk E = 4πeρ0x, which exerts a
restoring force to electrons.

• The equation of motion: mẍ = −eE = −4πe2ρ0x. It predicts an oscillating frequency ωp.
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5.3 Infinite-order expansions 225

Veff!q"#m → i#$ ∝
(
1−#2

p/#2
)−2

, i.e. the system seems to respond singularly to exci-
tations with frequency # ∼ #p. The cause of this instability is the well-known plasmon
mode of the electron gas.

INFO

x

E

The physics of the plasmon mode can be
heuristically understood as follows. Imagine the
electron gas uniformly displaced by a distance x
against the positively charged background. This
will lead to the formation of oppositely charged
surface layers at the two ends of the system. The
surface charge densities %± = ±exn lead to an
electric field E = 4&enx directed opposite to the
displacement vector. Mobile charge carriers inside
the system are thus subject to a force −4&e2nx.
The solution of the equation of motion mẍ = −4&e2nx oscillates at a frequency
#p = !4&e2n/m$1/2, the plasma frequency. Since the motion of the charge carri-
ers is in turn responsible for the accumulation of the charged surface layers, we
conclude that the system performs a collective oscillatory motion, known as the
plasmon excitation.

At this point we conclude our preliminary discussion of the electron gas. We have seen
that large-order perturbation theory can be applied to successfully explain various features
of the interacting system: energetic lowering due to quantum correlation, screening, and
even collective instabilities.

The interacting electron gas is but one example of the many applications of the diagram-
matic perturbation theory. After the full potential of the approach had become evident –
in the late 1950s and early 1960s – diagrammatic techniques of great sophistication were
developed, and applied to a plethora of many-body problems. Indeed, more than two
decades passed before large-order perturbation theory eventually ceased to be the most
important tool of theoretical condensed matter physics. Reflecting the great practical
relevance of the approach, there is a huge body of textbook literature concentrating on
perturbative methods.35 Although it would make little sense to develop the field in its
full depth once again, a few generally important concepts of diagrammatic perturbation
theory are summarized in the next section.

5.3 Infinite-order expansions

To turn back to the prototypical '4-model, it is the purpose of the present section to
introduce a number of general concepts of infinite-order perturbative summations. As
should be clear from the discussion above, a meaningful summation over an infinite set

35 See, e.g., A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinkii, Methods of Quantum Field Theory in Statistical Physics
(Dover Publications, Inc., 1975), A. Fetter and J. D. Walecka, Quantum Theory of Many-Particle Systems (McGraw-Hill,
1971), D. Pines and P. Nozières, The Theory of Quantum Liquids – Neutral Fermi Liquids (Addison-Wesley, 1989), and
S. Doniach and E. H. Sondheimer, Green Functions for Solid State Physicists (Benjamin/Cummings, 1974).
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(a) Illustration of the plasma oscillation. AS p. 225

5.3 The random phase approximation 205

Fig. 5.8. Plasmon dispersion in three and two dimensional electron gas (full lines) for rs = 2. The
dashed line represents the approximate two dimensional dispersion given by Eq. (5.53).

As it turns out, in the two dimensional case Eq. (5.49) can be solved analytically at all
wave vectors (Czachor et al., 1982). The result (see Exercise 5) can be cast in the form:

!p(q) =

√√√√√2πne2q
m

(
1 + q

κ2

)2 (
1 + q3

4πnκ2
+ q4

8πnκ2
2

)

1 + q
2κ2

, 2D. (5.54)

For the three dimensional case a numerical solution of Eq. (5.49) proves necessary.
Fig. 5.8 provides a plot of the RPA plasmon dispersion in two and three dimensions. Notice
that in all cases, the condition ω ≫ qvF is satisfied.

Both in three and two dimensions a solution is found only up to a critical wave vector
qc where the plasmon dispersion impinges onto the electron–hole continuum. In three
dimensions, for wave vectors exceeding this threshold, the plasma mode is heavily damped
and in practice ceases to exist. In the two dimensional case, on the other hand, the plasmon
dispersion eventually touches the upper edge of the electron–hole continuum remaining
parallel to it and then also ceases to exist (see discussion below). It is a straightforward
exercise to derive the equations determining the density dependent plasmon critical wave
vector within the RPA (see Exercises 4 and 5).

Plasmon oscillator strength

We now examine the strength of the plasmon contribution to the density fluctuation spectrum

ℑmχRPA
nn (q, ω) = ℑmχ0(q, ω)

[1 − vqℜeχ0(q, ω)]2 + [vqℑmχ0(q, ω)]2
. (5.55)

(b) The electron-hole continuum (shaded area) and the disper-
sion of plasmons. When the dispersion enters into the contin-
uum, the plasmon is heavily damped and ceases to exist in prac-
tice. GV Fig. 5.8

Electron-hole continuum and damping: A plasmon has an infinite lifetime only when the dielec-
tric function has a vanishing imaginary part at the frequency of the plasmon. This is true
when the Lindhard function has a vanishing imaginary part at the frequency. (6.79)It depends on
whether or not an plasmon (or any other collective excitations) could excite an electron out of
the Fermi sea to create an electron-hole pair:

• The process of exciting one electron from k to k + q is constraint by the conservations of
the energy and momentum:

ℏΩq =
ℏ2 |k + q|2

2m
− ℏ2 |k|2

2m
=

ℏ2q2

2m
+

ℏ2

m
k · q. (6.117)

• Because the maximum |k| of occupied states is kF , the excitation is possible only when

max (0, ω−(q)) ≤ Ωq ≤ ω+(q), (6.118)

ω±(q) =
ℏq2

2m
± vFq. (6.119)

The region constrained by Eq. (6.118) is called the electron-hole continuum. We note that
it is exactly the region for Imχr

0(q, ω) ̸= 0. When the wavevector-energy of a plasmon
enters into the continuum, it will be damped. See Fig. 6.5b.

Oscillator strength: the density response function χr(q, ω) could be regarded as the propagator of
a plasmon, just like Gr(k, ω) for an electron. The counterpart of the quasi-particle weight for
a plasmon is defined as

1

Z ′
q

=
∂Reϵ(q, ω)

∂ω

∣∣∣∣
ω=Ωq

≈ 2

Ωq
. (5.85)(6.120)

As a result:
Imχr

RPA(q, ω) ≈ −
Ωq

2v(q)
π [δ (ω − Ωq)− δ (ω +Ωq)] . (6.121)

Note that it satisfies the f-sum rule Eq. (6.52).
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6.3.2 Functional integrals of plasmons AS §6.2

By using functional integral formalism, one can obtain an effective action for plasmons directly
from an action for interacting electrons. It demonstrates how quasi-particles/collective excitations
emerge in an interacting electron system.

Action of electrons We start from the action for interacting electrons. The action can be written as
(3.34)

S [ψ,ψ∗] =
∑
kσ

ψ∗
kσ

(
−iℏωn +

ℏ2 |k|2

2m
− µ

)
ψkσ +

1

2ℏβV
∑

kk′qσσ′

v(q)ψ∗
k+q,σψ

∗
k′−q,σ′ψk′σ′ψkσ,

(6.122)
where we adopt the short-hand notation k ≡ (ωn,k),

∑
k ≡

∑
ωn

∑
k, and

ψkσ ≡ (ℏβV)−1/2
∫

dτ

∫
dr eiωnτ−ik·rψσ(r, τ). (6.123)

Note that ψ is a Grassmann variable, not a field operator.
The interaction part of the action can be re-organized as

Sint [ψ,ψ
∗] =

1

2Vℏβ
∑
q

v(q)ρ−qρq, (6.124)

where ρq ≡
∑
kσ ψ

∗
kσψk+q,σ . Note that ρ∗q = ρ−q .

Hubbard-Stratonovich transformation is a trick to convert an interacting system to an equivalent
system in which particles are non-interacting but coupled to fluctuating auxiliary fields.
We exploit the Gaussian integral identity

exp

(
−1

2
ρ†V ρ

)
= [det (2V )]

−1
∫ ∏

i

dϕ∗i dϕi
2πi

exp

[
−1

2
ϕ†V −1ϕ− i

2

(
ρ†ϕ+ ϕ†ρ

)]
, (1.146)(6.125)

where V is a positive-definiteHermitian matrix (repulsive interaction). Note that i factor on the
right hand side is needed to give rise to the minus sign (repulsive interaction) on the left hand
side.

• In case of an attractive interaction, i.e., V is negative-definite, the identity

exp

(
−1

2
ρ†V ρ

)
= [det (−2V )]

−1
∫ ∏

i

dϕ∗i dϕi
2πi

exp

[
1

2
ϕ†V −1ϕ− 1

2

(
ρ†ϕ+ ϕ†ρ

)]
(6.126)

should be used. Now ρ is coupled to a real potential ϕ.
• The real-time counterpart of the transformation:

e−
i
2ρ

†V ρ = [det (2V )]
−1
∫ ∏

i

dϕ∗i dϕi
2π

exp

{
i

2

[
ϕ†V −1ϕ−

(
ρ†ϕ+ ϕ†ρ

)]}
. (6.127)

Transformed action: By applying the Hubbard-Stratonovich transformation, we obtain:

e−Sint/ℏ =
1

Zϕ0

∫
Dϕ exp

{
− 1

ℏ2βV
∑
q

[
1

2
ϕ−qv

−1(q)ϕq + iρ−qϕq

]}
, (6.128)

Zϕ0 ≡
∫

Dϕe−Sϕ0[ϕ]/ℏ, (6.129)

Sϕ0 [ϕ] ≡
1

8πe2ℏβV
∑
q

|q|2 |ϕq|2 =
1

8πe2

∫
dr

∫ ℏβ

0

dτ |∇ϕ (rτ)|2 , (6.130)

where ϕ(rτ) ≡ (ℏβV)−1∑
q ϕqe

−iνmτ+iq·r with q ≡ (νm, q). We assume that ϕ is a real field,
therefore ϕ−q = ϕ∗q .
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• The action is transformed to

S [ψ,ψ∗, ϕ] =
1

8πe2ℏβV
∑
q

|q|2 |ϕq|2 +
∑
kk′σ

ψ∗
kσ

[(
−iℏωn +

ℏ2 |k|2

2m
− µ

)
δkk′ +

i

ℏβV
ϕk−k′

]
ψk′σ

(6.131)

=

∫
dr

∫ ℏβ

0

dτ

{
1

8πe2
|∇ϕ (rτ)|2 +

∑
σ

ψ∗
σ(rτ)

[
ℏ∂τ −

ℏ2∇2

2m
− µ+ iϕ

]
ψσ(rτ)

}
.

(6.132)

The first term is the energy associated with the fluctuating potential, while the second
term describes a non-interacting electron system coupled to an imaginary potential iϕ.

• After completing the integrals over ψ and ψ∗, we can express the partition function as

Z

Z0
=

1

Zϕ0

∫
Dϕ exp

(
−Sϕ0 [ϕ]− ℏW0 [iϕ]

ℏ

)
, (6.133)

where

W0 [iϕ] ≡ ln

〈
exp

[
− i

ℏ

∫
dτ

∫
drρ(rτ)ϕ(rτ)

]〉
0

= Tr ln

[
1− iĜ0

ϕ̂

ℏ

]
(5.19)(6.134)

is exactly the connected generating functional for a free electron system, albeit with
an imaginary potential. One can interpret −β−1W0 [iϕ] as the grand potential of a non-
interacting system in the presence of a potential iϕ. (5.8)

• We can expandW0 [iϕ] as a series around ϕ = 0:

W0 [iϕ] =

∞∑
n=1

1

n!

(
− i

ℏ

)n ∫
d1 . . . dnG(n)c0

(
1 . . . n; 1+ . . . n+

)
ϕ(1) . . . ϕ(n) . (5.10)(6.135)

where G(n)c0 is the n-particle connected Green’s function of a non-interacting system.

First order: G(1)c0 = ρ0 is a constant. As a result, only ϕq=0 component is contributing.
However, there is no ϕq=0 component because of the charge neutrality. (6.1)

Second order:

ℏW (2)
0 [iϕ] = − 1

2ℏ

∫
d1d2G(2)c0

(
12; 1+2+

)
ϕ(1)ϕ(2) (6.136)

=
1

2

∫
d1d2χT

0 (1, 2)ϕ(1)ϕ(2). (6.41)(6.137)

Action of plasmons: to the second order of ϕ, we have

Sp ≡ Sϕ0 [ϕ]− ℏW0 [iϕ] =
1

8πe2ℏβV
∑
q

|q|2
[
1− v(q)χT

0 (q)
]
|ϕq|2 + . . . (6.138)

It corresponds to the RPA.

• We observe the emergence of a bosonic field theory out of a Fermion system. By substi-
tuting ω with iνm in Eq. (6.85), we obtain χT

0 (q, νm) → −ρ0q2/mν2m for the dynamic limit.
We have

Sp =
1

2ℏβV
∑
q

1

v(q)ν2m

[
ν2m + ω2

p

]
|ϕq|2 . (6.139)

• We could have the full knowledge of the field, not limited to a low energy effective one.
• Higher order terms will introduce corrections. They represent the effects of fluctuations.
The corrections could sometimes become so significant that the RPA (mean-field) result is
qualitatively wrong – be cautious. In principle, one can directly calculate W [iϕ] numeri-
cally.
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6.3.3 Collective excitations AS §6.2

There are many possible ways to decompose the interaction:

Direct channel is the decomposition shown in Eq. (6.124).

Exchange channel decomposes the interaction as

Sint [ψ,ψ
∗] = − 1

2Vℏβ
∑

qkk′σσ′

v(k − k′)ρ†k′q,σσ′ρkq,σσ′ , (6.140)

with ρkq,σσ′ ≡ ψ∗
kσ′ψk+q,σ .

Pairing channel decomposes the interaction as

Sint [ψ,ψ
∗] =

1

2Vℏβ
∑

qkk′σσ′

v(k − k′)Φ†
k′q,σσ′Φkq,σσ′ , (6.141)

with Φkq,σσ′ ≡ ψk+qσψ−kσ′ .

The arbitrariness can only be eliminated by physical reasoning:

• Had effective actions been treated exactly, different decompositions would be equivalent.

• An incorrect decomposition usually leads to difficulty in getting ameaningful low energy (long-
wavelength) effective theory.

• When |q| is assumed to be small (long-wavelength limit), the different decompositions are
actually non-overlapping. Therefore, one can introduce several decoupling auxiliary fields
simultaneously in the long-wavelength limit.

Second quantization approach The approximation like Eq. (6.138) in the functional integral ap-
proach is equivalent to approximating the interaction part of the second quantized Hamilto-
nian as

Ĥint ≈ e2

2V
∑
q ̸=0

∑
kσ,pσ′

4π

q2

{〈
â†p−qσ′ âpσ′

〉
â†k+qσâkσ +

〈
â†k+qσâkσ

〉
â†p−qσ′ âpσ′ (6.142)

−
〈
â†k+qσâpσ′

〉
â†p−qσ′ âkσ −

〈
â†p−qσ′ âkσ

〉
â†k+qσâpσ′ + . . .

}
, (6.143)

i.e., applyingWick’s theorem to contract part of Ĥint to yield a bilinear form. Themany possible
ways of the contractions correspond to the different channels of the decompositions –the first
and second lines correspond to the direct and the exchange channels respectively.
It is difficult to go beyond the mean-field approximation to consider fluctuation effects in the
second quantization approach. In contrast, it is straightforward for the functional integral
approach to consider the fluctuation effects –they are corrections due to the high order terms
ofW [iϕ].

Problems
1. Hartree-Fock approximation: consider an interacting electron system subject to a single body

potential u(r). In this case, system is not uniformand the plane-wave states are not eigenstates.
We assume that Green’s function can still be diagonalized in a basis φa(r). FW §10

(a) Determine the ground state energy to the first order of the interaction v(r − r′) by using
the rules of the unlabeled Feynman diagrams or the Hugenholtz diagrams. What is the
matrix element for an interaction vertex?

(b) The resulting ground state energy could be regarded as a functional of the single-particle
basis wave function φa(r). φa(r) should be chosen such that the ground state energy is
minimized. Determine the equation satisfied by φa(r).
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2. Determine the expression for Eq. (6.17a), and show that it is independent of the density. MH §5.1.5

3. Alternative proof of the stiffness theorem:

(a) Construct an effective action Γ [ρ] by coupling the system to a local potential ϕ(r);
(b) Expand the functional to the second order of δρ

∆Ω [ρ] =
1

β
Γ [ρ] ≈ 1

β

(
Γ [ρ0] +

1

2

∑
q

δ2Γ [ρ]

δρqδρ−q

∣∣∣∣
ρ→ρ0

δρqδρ−q

)
+ . . . , (6.144)

and relate the expansion coefficientwith the response functionχ ≡ δρ/δϕ. Hint: Eq. (5.44).

4. Re-derive Eq. (6.75) by using the standard perturbative technique of the thermal Green’s func-
tion: FW §30

(a) Determine χT
0 . See Eq. (6.42).

(b) Carry out the summation over the Matsubara frequency. Hint: apply Eq. (3.51).
(c) Get an expression of χr

0 by applying the analytic continuation.

5. Substitute Eq. (6.138) into (6.133) and complete the integral to obtain an expression for the
grand potential of the system. How is the expression compared to Eq. (6.30)?
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Chapter 7

Phase transitions and spontaneous
symmetry breaking

7.1 General theory

7.1.1 Phase transitions NO §4.1

Equation of state is defined in the space of three variables:

1. temperature T ;

2. external field;

3. the thermodynamic variable conjugate to the external field.

Ferromagnetic phase transition external field –magnetic fieldH ; conjugate thermodynamic vari-
able –magnetizationM . See Fig. 7.1a.

• T > Tc: paramagnetic phase. M −H curves are continuous.
• T < Tc: ferromagnetic phase. M − H curves are non-analytic. ↑ and ↓ phases coexist
between A and B.

• T = Tc: critical point. The coexistence region is reduced to a single point. The phase
transition becomes continuous.

Liquid-gas transition external field – pressure P ; conjugate thermodynamic variable – volume V
or the density ρ ≡ N/V . See Fig. 7.1b.

• Liquid, gas and fluid phases are analogous to the ferromagnetic ↑, ferromagnetic ↓ and
the paramagnetic phases, respectively.

• The transition becomes continuous at the critical point C .
• Liquid-gas coexistence region is a curved surface instead of a plane in the ferromagnetic
case.

7.1.2 Landau theory NO §4.1, 4.2

Paradigm

• There exists an order parameter (e.g., the magnetization M ) which is zero in one phase
(disordered phase) and is non-zero in the other phase (ordered phase).

• There exists a Landau functional L [m(r),H, T ] which is a continuous function(al) of its
arguments and gives rise to the partition function of the system by

Z =

∫
D [m(r)] e−βL[m(r),H,T ]. (7.1)

This is the definition of the Landau functional.
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4.1 INTRODUCTION 177 
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Fig. 4.1 Phase diagrams for a ferromagnet. The surface of the equation 
of state In the space of magnetization M, external magnetic field H, and 
temperature T Is shown In the upper right. Projections of this surface are 
shown In the H - T, M - T, and M - H planes. Isotherms are shown at the 
critical temperature Te, at T< below Te, and at T> above Te. 

Viewed from the right. along the negative T axis. this surface corresponds to the set 
of isotherms plotted in the M - H plane in the lower right. For T> above Te, the 
curves are continuous and represent the single paramagnetic phase. For T< below Te. 
the curved segments of the isotherm represent the ferromagnetic 1 and 1 phases and 
the vertical segment joining points A and B represents the region of coexistence of the 
two phases at zero field. Note that the magnetization is non-analytic at A and Band 
that these points correspond to a single point on the phase boundary in the H - T 
plane. Along the critical isotherm. the coexistence region is reduced to a single point. 
the critical point, and the two phases coincide. 

The final view of the ferromagnet phase surface. the front view of the H axis. 
yields the boundary of the coexistence region in the M - T plane shown at the lower 
left. We observe that at zero H field. M is non-zero below Te. approaches zero at Te. 
and is zero above Te and we will subsequently use this behavior to identify M as the 
order parameter. . 

The analogous phase surface and projections for a typical· substance having solid. 

• Note that water is atypical in the sense that ice is less dense than water at the 
freezing point and is not considered in the present discussion. 

(a) Phase diagrams for the ferromagnetism. NO Fig. 4.1
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Fig. 4.2 Phase diagrams for a substance having solid, liquid, and gas phases. 
The surface of the equation of state Is sketched In the space of the density 
p, the pressure p, and the temperature T. To show the region of the critical 
point In sufficient detail, all three axes have suppressed zeros. Projections and 
Isotherms are shown as In Fig. 4.1. 

liquid and gas phases are shown in Fig. 4.2. The pressure is the external thermodynamic 
field, and the P - T phase diagram is shown at the upper left. At low temperature, 
depending upon the pressure, the material can exist as a gas, liquid, or solid. At high 
temperature, the liquid and gas phases become indistinguishable and the material has 
a unique fluid phase. The liquid-gas phase boundary terminates at the critical point 
marked C, having critical temperature Tc and pressure Pc. In the present discussion, 
we will be particularly interested in the behavior in the vicinity of the critical point, and 
its similarity to the preceding example of the ferromagnet. The liquid. gas. and fluid 
phases are analogous to the ferromagnetic i ferromagnetic ! and the paramagnetic 
phases respectively. and as in the previous case. it is possible to go continuously from 
the gas to liquid phases by passing around the critical point through the fluid phase. 

Although the thermodynamic variable conjugate to the field P is often chosen to 
be the volume. the analogy to the magnetic case is most evident if we use the density 
p as the conjugate variable (p = where v is the specific volume). The surface of 
the equation of state in the space of p. P. and T is shown in the upper right and 
isotherms in the p - P plane are plotted in the lower right. Again. the vertical segment 

(b) Phase diagrams for gas-liquid-solid phase transitions. NO Fig. 4.2

Figure 7.1
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Fig. 4.3 The Landau function .c(m, H, T) for a ferromagnet. 

alignment of the microscopic spins. For the case of the liquid-gas phase transition. it 
is evident that PUquid - Pga8 is a possible order parameter and that the transition is 
also second order. 

The phenomenological theory is based on the landau function .c(m, H, T). a 
function of the order parameter. which we will denote as m in this discussion. the 
conjugate field. which we will denote as H. and the temperature T. The landau 
function has the property that at any fixed Hand T. the state of the system is 
specified by the absolute minimum of .c with respect to m. 

The only physical constraint on the form of .c is that it be consistent with the 
known symmetries of the system. One of the great accomplishments of this theory 
is its description of the non-analytic behavior at phase transitions in terms of the dis-
continuous jumps in the position of the absolute minimum of a function which is itself 
varying continuously with T and H. Although we will eventually see a clear relation 
between the landau function and an energy functional appearing in a functional inte-
gral for the exact partition function. for the present let us simply see how the observed 
ferromagnetic phase transition is described by the function .c(m, H, T) sketched in Fig. 
4.3 

First. consider the case T > Te. shown in the top row of Fig. 4.3. As an ex-
ternal field is applied tending to align m with fl. the minimum of .c is continuously 

Figure 7.2: The Landau function for various parameter regimes. NO Fig. 4.3
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Fig. 4.1 Phase diagrams for a ferromagnet. The surface of the equation 
of state In the space of magnetization M, external magnetic field H, and 
temperature T Is shown In the upper right. Projections of this surface are 
shown In the H - T, M - T, and M - H planes. Isotherms are shown at the 
critical temperature Te, at T< below Te, and at T> above Te. 

Viewed from the right. along the negative T axis. this surface corresponds to the set 
of isotherms plotted in the M - H plane in the lower right. For T> above Te, the 
curves are continuous and represent the single paramagnetic phase. For T< below Te. 
the curved segments of the isotherm represent the ferromagnetic 1 and 1 phases and 
the vertical segment joining points A and B represents the region of coexistence of the 
two phases at zero field. Note that the magnetization is non-analytic at A and Band 
that these points correspond to a single point on the phase boundary in the H - T 
plane. Along the critical isotherm. the coexistence region is reduced to a single point. 
the critical point, and the two phases coincide. 

The final view of the ferromagnet phase surface. the front view of the H axis. 
yields the boundary of the coexistence region in the M - T plane shown at the lower 
left. We observe that at zero H field. M is non-zero below Te. approaches zero at Te. 
and is zero above Te and we will subsequently use this behavior to identify M as the 
order parameter. . 

The analogous phase surface and projections for a typical· substance having solid. 

• Note that water is atypical in the sense that ice is less dense than water at the 
freezing point and is not considered in the present discussion. 
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Fig. 4.4 The Helmholtz Free energy F(H), the Gibbs free energy r(M), 
and the Landau function .c(M) for the ferromagnet below Te. 

At zero field. then. the state of the system is specified by the condition = 0 so that 
when M is an order parameter. r(M) appears to satisfy the definition of the Landau 
function. In general, at finite field. one is tempted to consider the following function 
as the Landau function 

l(M, H) == r(M) - MH 
= F (H(M)) + M (H(M) - H) 

(4.5d) 

since lJl1Af;H) = 0 and its minimum specifies the state. (Note that the parameter 
H is distinct from the function H(M).) Above Te. where the isotherms in Fig. 4.1 
are smooth curves. l becomes qualitatively like the top row of Fig. 4.3 and there 
is no problem with this association. Below the critical point. however. there is an 
essential difference between the behavior of land .c which is shown in Fig. 4.4 for 
the zero field case (where l = r). Note that by Eq. (4.5c) :1- = 0 at the points 
M = ± Mo corresponding to values of M in the ferromagnetic phase and the curve 
bends continuously upwards outside these points. However. because the isotherm 
has H = 0 for all values of -Mo < M < Mo. r = F(H = 0) is a constant 
between these points. This non-analytic behavior of r is thus qualitatively different 
from the continuous double well of the phenomenological Landau function. Although. 
by definition, it describes the phase transition exactly. it does not embody the essential 
feature of the Landau function of describing a phase transition in terms of competing 
minima of a continuously varying smooth function. 

One useful result of the correspondence between land .c outside the region 
of phase coexistence is a clarification of the earlier discussion of fluctuations. The 
magnetic susceptibility directly measures the spin fluctuations\ since 

(4.6) 

Figure 7.3: From left to right: H-M relation, F ≡ −W , Γ function, and the desirable form of L. The
red dashed line indicates the H-M relation which could give rise to the double well in L. NO Fig. 4.4

– The functional can be identified/derived frommicroscopic Hamiltonians/actions (see
§7.2, 7.3, NO §4.2).

– The functional can be constructed phenomenologically:

* The form of L is constrained by the symmetries of the system.

* Phase transition occurs when L has multiple degenerate minima. See Fig. 7.2.

* Near the critical point, one could expand the functional as a power series in m.
For example:

L [m(r),H, T ] ≈
∫

dDr
[a
2
|∇m(r)|2 + c1hm+ d2tm

2 + c3hm
3 + b4m

4
]
, (7.2)

with

t ≡ T − Tc (7.3)
h ≡ H −Hc (7.4)

* The order parameter may have multiple components.

* UNIVERSALITY, i.e., universal behavior shared by classes of diverse physical sys-
tems, is expected because only a few terms of the expansion are relevant and the
form is constrained by symmetry. §7.1.4

• A quantum system could be regarded as a classical system in D = d + 1 dimensions (d
spatial dimensions and one dimensional imaginary time). (3.34)

– The span of the time dimension is finite at finite temperatures. As a result, it becomes
irrelevant at the critical point because of the diverging correlation length. (7.18)

– At zero temperature, the time becomes a true dimension. Phase transitions which are
impossible at finite temperature could become possible –QUANTUM CRITICALITY.

Effective action and Landau functional One could construct an effective action as a functional of
m(r) by using the procedure shown in §5.1:

Γ [m(r)] = −W [H(r)]− β
∫

drm(r)H(r). (7.5)

It is tempted to interpret the Landau functional as

βL̃ [m(r)] = Γ [m(r)] + βMH. (7.6)

where M ≡
∫
drm(r), and H is the spatial average of H(r). Unfortunately, the association is

not correct in general:

• L̃ is the free energy of a system with a given configuration of the order parameter, not
the Landau functional that determines the partition function and free energy. (7.1)

• δL̃/δm = 0 does give rise to the correct equilibrium state. The association has no problem
when T > Tc.
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Figure 7.4: A Mexican hat showing the energy landscape of a symmetry breaking system.

• When T < Tc, however, because
∂L̃
∂M

= 0, (7.7)

L̃ is a constant in the coexistence region instead of the double well. See Fig. 7.3.
• The effective action is useful in determining the critical point of the phase transition be-
cause the susceptibility χ ≡ ∂M/∂H diverges at the point:

∂2L̃
∂M2

= − 1

χ
→ 0, (6.54)(7.8)

Symmetry breaking Although the Landau functional L for T < Tc has all symmetries, its minima
break (part of) the symmetries.

• The symmetry group of the minima is a subgroup of the symmetry group of the system:

G′ ⊂ G. (7.9)

The degenerate states of the minima are connected by the elements of G′′ = G/G′.
• The symmetry breaking is a result of the thermodynamic limit:

M = lim
H→0

lim
N→∞

M(H) ̸= lim
N→∞

lim
H→0

M(H) = 0. (7.10)

The order of the two limits matters.
• For discrete G′′, the system is trapped in one of the minima, the probability tunneling to
other minima goes to zero in the thermodynamic limit. The system becomes non-ergodic.

• For continuous G′′, fluctuations (via collective Goldstone modes) may or may not destroy
the order. It depends on the dimensionality of the space and tensorial character of the
order parameter.

Order parameters and conjugate fields for a variety of phase transitions are shown in Table 7.1.

7.1.3 Mean field theory NO §4.3

The mean field approximation is just the stationary-phase approximation for evaluating Eq.. (7.1):

δL
δm(r)

∣∣∣∣
m(r)→m̄

= 0, (7.11)
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Phase transition Order parameter Conjugate field Broken
symmetry

Ferromagnetic magnetizationmi =
〈
Ŝi

〉
Zeeman fieldH ·

∑
i Ŝi

Time-
reversal

Anti-
ferromagnetic

staggered magnetization

mi =

{
Ŝi i ∈ A
−Ŝi i ∈ B

staggered Zeeman field
HS ·

(∑
i∈A Ŝi −

∑
i∈B Ŝi

) Time-
reversal

Ferroelectric polarization di electric field E ·
∑
i d̂i

Spatial
inversion

Liquid-gas density difference pressure P None
Charge density
wave (CDW) density ρ(r) potential ρ̂(r)ϕ(r) Translation

Spin density
wave (SDW)

spin density S(r) =∑
σσ′

〈
ψ̂†
σ(r)τ̂σσ′ψσ′(r)

〉 spin potential Ŝ(r) · h(r)
Translation
and time
reversal

Superfluity
(Bosons)

condensate amplitude
ϕ =

〈
ψ̂(r)

〉 condensate source Jψ̂† + h.c. U(1) gauge

Superconductivity
pairing amplitude

Φ(r − r′) =
〈
ψ̂↑(r)ψ̂↓(r

′)
〉 pairing potential

∆(r − r′) ψ̂†
↓(r

′)ψ̂†
↑(r) + h.c.

U(1) gauge

Table 7.1: Order parameters and conjugate fields.

Z ∼ e−βL[m̄,H,T ]. (7.12)
By assuming a spatially uniform stationary solution, we have

m̄ ∝

{
± (−t)1/2 T < Tc, H = Hc

h1/3 T = Tc
. (7.13)

Correlation function The Landau functional can be expanded as a quadratic form around the sta-
tionary solution:

L [m(r),H = Hc, T ] ≈
∫

dDr
{a
2
|∇δm(r)|2 + b|t| [δm(r)]

2
}
, (7.14)

b =

{
d2 T > Tc

2d2 T < Tc
. (7.15)

The correlation function can be determined:

χmm(r − r′) = −β ⟨δm(r)δm(r′)⟩ ∼ e−|r−r′|/ξ, (7.16)

χmm(q) ∼ 1

q2 + ξ−2
, (7.17)

ξ =

√
a

2b
|t|−1/2

. (7.18)

At the critical point, the correlation length diverges , and

χmm(r) ∼
∫

dDq

(2π)D
eiq·r

q2
∼ 1

rD−2
. (7.19)

7.1.4 Fluctuations NO §4.4

The validity of the mean field approximation depends critically on the dimension D:

• D > Dc: the mean field theory is valid and predicts correct critical exponents.

• Dc ≥ D > Dℓ: the mean field theory still works but predicts incorrect critical exponents.
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• D ≤ Dℓ: the mean field theory is invalid and qualitatively wrong.

Dc and Dℓ are called UPPER CRITICAL DIMENSION and LOWER CRITICAL DIMENSION, respectively.

Upper critical dimension We examine the relative importance of different terms of L by dimen-
sional analysis. We rescale the Landau functional Eq. (7.2) to

βL [ϕ] =
∫

dDr

[
1

2
|∇ϕ(r)|2 + r0

2
|ϕ(r)|2 + u0

4
|ϕ(r)|4

]
, (7.20)

where r0 vanishes at the critical point. From βL ∼ 1, we have

[ϕ] = L−D−2
2 , (7.21)

[r0] = L−2, (7.22)
[u0] = LD−4. (7.23)

We can then recast the functional into a dimensionless form by the transformation (for T > Tc)

r = xr
−1/2
0 , (7.24)

ϕ = ϕ̃r
D−2

4
0 , (7.25)

βL [ϕ]→ βL
[
ϕ̃
]
=

∫
dDx

[
1

2

∣∣∣∇ϕ̃(x)
∣∣∣2 + 1

2
ϕ̃2(x) +

g

4
ϕ̃4(x)

]
, (7.26)

with
g = u0r

D−4
2

0 . (7.27)

When the system approaches the critical point, r0 → 0:

• D > 4: g → 0. The ϕ̃4 term is irrelevant. The mean field theory describes accurately the
critical behavior.

• D < 4: g →∞. The ϕ̃4 term is relevant. The mean field theory will give the wrong critical
behavior.

• D = 4: The case is marginal and corrections should be expected.

It indicates that for ϕ4 term, Dc = 4.
For other possible terms:

• ϕn:
Dc =

2n

n− 2
. (7.28)

It turns out all orders of the expansion are relevant in two-dimensions.
• (∇ϕ)n and ϕ∇nϕ are irrelevant when n > 2.

Lower critical dimension The mean field approximation may completely break down in low di-
mensions due to fluctuations generated by GOLDSTONE MODEs.

Mermin-Wagner theorem: continuous symmetries cannot be spontaneously broken forD ≤
2, i.e., Dℓ = 2 [19].

An example is the systems described by Eq. (7.20)with a 2-component ϕfield, i.e., ϕ is a complex
field and for T < Tc:

ϕ(r) ≈
∣∣ϕ̄∣∣ eiφ(r), (7.29)
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where
∣∣ϕ̄∣∣ ≡ √r0/u0 is the magnitude of the order parameter. We ignore its spatial variation

because its collective mode is gapped 1. (7.14)The functional becomes

βL [φ] =
∣∣ϕ̄∣∣2
2

∫
dDr |∇φ(r)|2 + constant, (7.30)

i.e., the excitation of φ(r) is gapless. The corresponding collectivemode has a dispersion ωq ∝ q
with a vanishing energy at q → 0. It is the characteristic of the Goldstone mode.
The fluctuations of φ is

χφφ (r − r′) ∼
∫

dDq

(2π)D
eiq·(r−r′)

q2
. (7.19)(7.31)

It diverges for D ≤ 2.

Topological defect The two-component model admits a special form of excitation because φ
is only defined modulo 2π. In 2D, one can have a distribution of φ(r) like

φ(r, θ) = θ， (7.32)

where θ is the polar angle of r. Because ϕ(r) is single-valued, |ϕ(r)|must vanish at r = 0.
To minimize the energy cost, |ϕ(r)| =

∣∣ϕ̄∣∣ except for a small core area with r ≲ a, where a
is a length scale set by an underlying microscopic model. The excitation is called a vortex,
which is a TOPOLOGICAL DEFECT.
The nature and classification of topological defects are determined by the homotopy group
of the degenerate state space. See Ref. [18] for a comprehensive review or reprints in
Topology section of Ref. [2].

Kosterlitz–Thouless transition It turns out the particular 2-component system has a phase
transition in 2D. However, the transition is a TOPOLOGICAL PHASE TRANSITION: it has no
order parameter, and both phases before and after the transition are disordered phases.
They are different in correlation functions –either the usual exponential decay or the
one that decreases with the distance like a power. Microscopically, they are different in
whether or not topological vortex excitations proliferate in the system:

• The cost of the energy to create a vortex is

Ev = πJ ln
L

a
, (7.33)

where J ≡
∣∣ϕ̄∣∣2 /β, and L is the size of the system.

• The vortex canbe created anywhere in the system. It results in a prefactor for the partition
function, or equivalently, an entropy

S = 2kB ln
L

a
. (7.34)

• The cost of the free energy to create a vortex is

Fv = Ev − TS = (πJ − 2kBT ) ln
L

a
. (7.35)

As a result, when T > TKT ≡ πJ/2kB , the vortex excitations will proliferate.

7.2 Bose-Einstein condensation and superfluidity AS §6.3

7.2.1 Phase transition
Non-interacting Boson system The Bose-Einstein condensation (BEC) occurs when the states with

ϵa > 0 cannot accommodate all particles even one sets µ = 0 (maximally allowed value):∑
ϵa>0

nB(ϵa) = N1 < N. (7.36)

1One can view Eq. (7.20) as the classical energy of an elastic media. The collective mode is just the sound wave.
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A macroscopic number of particles will accumulate in the state with ϵa = 0. We have the
condensate density

ρc (T ) = ρ

[
1−

(
T

Tc

)3/2
]
. (7.37)

Interacting Boson system We consider a Boson system with a repulsive contact interaction v(r −
r′) = gδ(r − r′) and g > 0.

S [ψ,ψ∗] =

∫
dr

∫
dτ

{
ψ∗(rτ)

(
ℏ∂τ −

ℏ2∇2

2m
− µ

)
ψ(rτ) +

g

2
[ψ∗(rτ)ψ(rτ)]

2

}
(7.38)

=
∑
k

ψ∗
k

(
−iℏωn +

ℏ2 |k|2

2m
− µ

)
ψk +

g

2Vℏβ
∑
kk′q

ψ∗
k+qψ

∗
k′−qψk′ψk.

(6.122)(7.39)

Phase transition We can interpret the action Eq. (7.38) as a Landau functional defined inD = d+1
dimensional (r, τ)-space. For a uniform field ψ(r) = ϕ, the action is reduced to

S [ϕ, ϕ∗] = ℏβV
[
−µ |ϕ|2 + g

2
|ϕ|4

]
. (7.40)

It predicts a mean-field critical point at µ = 0, and
∣∣ϕ̄∣∣2 = µ/g for µ > 0.

We note that the condition Eq. (7.8) that the susceptibility diverges is nothing but the require-
ment that the occupation number of the zero energy state is a macroscopic number:

χψ0ψ∗
0
= −1

ℏ
⟨ψ0ψ

∗
0⟩ = −Nc/ℏ→ −∞. (7.41)

7.2.2 Superfluidity
Goldstone mode The BEC state breaks the gauge symmetry, i.e., the invariance under the trans-

formation of ψ → ψeiφ. The Goldstone mode is the spatial-modulation of the phase φ. We
introduce the transformation of the field 2

ψ(r, τ) = [ρc + ρ1(r, τ)]
1/2

eiφ(r,τ), (7.42)

where ρc ≡
∣∣ϕ̄∣∣2. The action is transformed to

S [ρ1, φ] =

∫
dr

∫
dτ

{
−µρ+ g

2
ρ2 +

ℏ2

8mρ
|∇ρ1|2 + iℏρ∂τφ+

ℏ2ρ
2m
|∇φ|2

}
(7.43)

≈
∫

dr

∫
dτ

{
g

2
ρ21 +

ℏ2

8mρc
|∇ρ1|2 + iℏρ1∂τφ+

ℏ2ρc
2m
|∇φ|2

}
− 1

2
ℏβµNc + 2πiℏNcnτ ,

(7.44)

where nτ is the winding number of φ-field along the time direction: φ(r, ℏβ) = φ(r, 0) + 2πnτ .
Summing nτ enforces the quantization of Nc.
After completing the integral over ρ1, the action is transformed to

S [φ] =
1

2

∑
k

∫
dτ

[(
g +

ℏ2k2

4mρc

)−1

|ℏ∂τφk(τ)|2 +
ℏ2k2

m
ρc |φk(τ)|2

]
. (7.45)

It describes a collective excitation with the dispersion

ωk =

√
gρc
m
k2 +

(
ℏk2
2m

)2

. (7.46)

2While the transformation looks innocent, it is actually non-trivial. This is because a functional integral is defined
by its discrete time form. A direct change of variables in the functional integral leads to a complicated discrete form.
To establish the transformation, one needs to first apply the operator transformation â = e−iφ̂ρ̂1/2 with the commuta-
tion relation [φ̂, ρ̂] = i to the second quantized Hamiltonian of the system. The functional integral is constructed by us-
ing the Fock state ρ̂ |n⟩ = n |n⟩ and its conjugate |φ⟩ with ⟨φ|n⟩ = (2π)−1/2einφ, which could be regarded as the ana-
logues of |x⟩ and |p⟩ respectively. It is then straightforward to follow the procedure shown in §3.1 and apply the identity∑

n

∫ 2π
0 dφf(φ)einφ =

∫∞
0 dρ

∫∞
−∞ dφf(φ)eiρφ.
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Superfluidity If the condensate maintains a spatial gradient of φ̄(r), the current density is

js(r) =
1

ℏβ

∫ ℏβ

0

dτ

(
− iℏ
2m

)
⟨ψ∗(rτ)∇ψ(r, τ)− [∇ψ∗(rτ)]ψ(r, τ)⟩ (7.47)

=
1

ℏβ

∫ ℏβ

0

dτ

〈(
ℏρ
m

)
∇φ(r)

〉
≈ ℏρ
m

∇φ̄(r), (7.48)

where we neglect the effect of fluctuations (T → 0). The current density is induced by a de-
formation of the field configuration. It is analogous to the elastic force, i.e., a “momentum
current,”induced by the deformation of a solid. The current is dissipationless, and is therefore
called as SUPERCURRENT. Note that the supercurrent is proportional to the total density instead
of the condensate density in the limit of T → 0 [24].

Critical velocity When a BEC flows through a pipe at a uniform velocity V , an excitation in the
fluid with a wave-vector k and frequency ωk has the frequency

ω′
k = ωk + k · V , (7.49)

when observed in the laboratory frame in which the pipe is stationary. Note that the system
reaches equilibrium by exchanging energywith the environment through thewall of the pipe.
As long as ω′

k > 0, the BEC can reach an equilibrium and keep flowing. When ω′
k becomes

negative, however, excitations will be spontaneously and continuously generated, until the
system is fully dissipated. This is the LANDAU CRITERION. The consideration suggests a critical
velocity

Vc = min

(
ωk

|k|

)
. (7.50)

For the dispersion Eq. (7.46), the critical velocity Vc =
√
gρc/m.

The critical velocity suggested by the Landau criterion should be regarded as an upper limit.
The experimentally observed critical velocity is usually much lower. It is believed that the
superfluidity is destroyed due to the excitations of vortex rings [24].

7.2.3 Bogoliubov transformation
The problem can also be treated by using the original field variables. The action Eq. (7.39) is approx-
imated as a bilinear form of ψk and ψ∗

k for k ̸= 0:

S [ψ,ψ∗] ≈ −µψ∗
0ψ0 +

g

2Vℏβ
|ψ∗

0ψ0|2 +
∑
k ̸=0

ψ∗
k

(
−iℏωn +

ℏ2 |k|2

2m
− µ

)
ψk

+
g

2Vℏβ
∑
k ̸=0

[
ψ∗
kψ

∗
−kψ

2
0 + ψkψ−kψ

∗2
0 + 4ψ∗

kψk |ψ0|2
]
. (7.51)

The mean-field approximation sets
ρc ≡

1

Vℏβ
ψ∗
0ψ0 =

µ

g
. (7.52)

While it is straightforward to apply the Gaussian integral formula Eq. (1.146), we can do it ex-
plicitly:

• Rewrite the action as:

S [ψ,ψ∗] ≈ S0 +
1

2

∑
k ̸=0

Ψ†
k

[
−iℏωn + ℏ2|k|2

2m + gρc gρce
iφ

gρce
−iφ iℏωn + ℏ2|k|2

2m + gρc

]
Ψk, (7.53)

where we set ψ0 =
√
Vℏβρ1/2c e−iφ/2, S0 ≡ −ℏβgNcρc/2, and

Ψk ≡
[

ψk
ψ∗
−k

]
. (7.54)
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• Apply the BOGOLIUBOV TRANSFORMATION

Ψk =

[
uk v∗k
vk u∗k

]
Φk ≡

[
uk v∗k
vk u∗k

] [
ϕk
ϕ∗−k

]
, (7.55)

|uk|2 − |vk|2 = 1 (7.56)
to diagonalize thematrix in Eq. (7.53). The second condition ensures thatψ∗∂τψ is transformed
to ϕ∗∂τϕ, i.e., the canonical structure is not changed. In the second quantization language, the
transformation preserves the commutation relations of the Boson creation and annihilation
operators. The coefficients are obtained by solving the generalized eigenvalue problem:[

ℏ2|k|2
2m + gρc gρce

iφ

gρce
−iφ ℏ2|k|2

2m + gρc

] [
uk
vk

]
= Ekτz

[
uk
vk

]
. (7.57)

It yields:

Ek = ℏωk = ℏ

√
gρc
m
k2 +

(
ℏk2
2m

)2

, (7.46)(7.58)

[
uk
vk

]
=

 √
ℏ2k2/2m+gρc

2Ek
+ 1

2

−e−iφ
√

ℏ2k2/2m+gρc
2Ek

− 1
2

 . (7.59)

• The action is diagonalized to

S [ψ,ψ∗] ≈ S0 +
∑
k ̸=0

(−iℏωn + Ek) |ϕk|2 . (7.60)

For an equivalent treatment in the second quantization form, see §4.2 of Ref. [25].

7.3 Superconductivity AS §6.4

7.3.1 Introduction
Superconducting state is an ordered state of conducting electrons, which shows dissipationless con-
duction and perfect diamagnetism (Meissner effect). A comprehensive survey of the superconductiv-
ity can be found in Ref. [27]. The superfluidity of He3 can be regarded as the“superconductivity”
of charge-neutral particles [28].

Bardeen-Cooper-Schrieffer (BCS) theory reveals that the superconductivity is induced by the for-
mation of COOPER PAIRS – bound pairs of electrons. Electrons pair because of the presence of
an attractive interaction at the Fermi surface.

Attractive interaction in conventional superconductors ismediated by phonons (lattice vibrations):

• The action of an electron-phonon coupled system is

S [ψ,ψ∗, c, c∗] =
∑
q

c∗q (−iℏνm + ℏωq) cq +
1√
ℏβV

∑
q

(
Mqρ−qcq +M∗

qρqc
∗
q

)
+ Se [ψ,ψ

∗] , (1.83)

(7.61)
where ωq is the dispersion of phonons, q ≡ (q, νm), ρq ≡

∑
kσ ψ

∗
kσψk+q,σ , and Se denote

the action of electrons.
• Complete the functional integrals over cq and c∗q :

S[ψ,ψ∗] =
1

2ℏβV
∑
q

|Mq|2Dqρ−qρq + Se [ψ,ψ
∗] , (1.146)(7.62)

Dq =
1

iℏνn − ℏωq
+

1

−iℏνn − ℏωq
= −1

ℏ
2ωq

ω2
q + ν2n

. (7.63)
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It indicates an effective e-e interaction mediated by phonons

Veff(q, νn) = −
|Mq|2

ℏ
2ωq

ω2
q + ν2n

iνn→ν−→ |Mq|2

ℏ
2ωq

ν2 − ω2
q

, (7.64)

which is attractive when
ωq > |ν| ⋍ |ϵk+q − ϵk| /ℏ, (7.65)

i.e., within a thin shell of states around the Fermi surface.
• The attractive interaction mediated by phonons prevails over the repulsive Coulomb in-
teraction within the thin shell of states with an energy width ∼ ℏωD , where ωD is the
Debye frequency of phonons.

• The attractive interaction mediated by phonons is regarded as a“weak”interaction be-
cause ℏωD ≪ µ. Migdal’s theorem states that vertex corrections are negligible. FW §47

• The BCS theory can be demonstrated by a simplified effective model:

Ĥ =
∑
kσ

ϵkâ
†
kσâkσ −

g

V
∑
kk′q

â†k+q↑â
†
−k↓â−k′↓âk′+q↑ (7.66)

≡
∑
kσ

ϵkâ
†
kσâkσ −

g

V
∑
q

Φ̂†
qΦq, (7.67)

where
Φ̂q ≡

∑
k

âk+q↑â−k↓ (7.68)

annihilates a pair of electrons (Cooper pair), and the summation over k is implicitly lim-
ited in the thin shell of states near the Fermi surface.

• The more realistic treatment, which is called the strong coupling theory, can be found in
§10 of Ref. [22].

• Unconventional superconductivity in such as high-Tc cuprates is also induced by the for-
mation of Cooper pairs. However, many believe that in these systems the attractive in-
teraction arises directly out of the electron-electron interaction instead of the electron-
phonon coupling.

7.3.2 Cooper instability
It is natural to expect that the Cooper pairs, which are composite Bosons, condense in the low tem-
perature. This is exactly the origin of the superconductivity. In the condensate phase, one expects
that the pair amplitude 3

Φ(r) ≡
〈
Φ̂(r)

〉
≡ ⟨ψ↑(r)ψ↓(r)⟩ ̸= 0. (7.69)

At the critical point, the PAIR CORRELATION FUNCTION (7.8)

χΦΦ∗(q) = − 1

ℏ2βV
〈
∆Φq∆Φ∗

q

〉
(7.70)

= − 1

ℏ2βV
∑
kk′

[〈
ψk+q↑ψ−k↓ψ

∗
−k′↓ψ

∗
k′+q↑

〉
− ⟨ψk+q↑ψ−k↓⟩

〈
ψ∗
−k′↓ψ

∗
k′+q↑

〉]
(7.71)

diverges at q = 0. The correlation function is proportional to the two-particle Green’s function, and
in turn to the two-particle scattering amplitude T by Eq. (5.49). It implies that T diverges at the
critical point.

3More generally, the two electrons of a Cooper pair need not to be at the exactly same position. As a result, the order
parameter should be defined asΦ(r, r′) =

⟨
ψ↑(r)ψ↓(r

′)
⟩
withΦk,q =

∫
dr

∫
dr′Φ(r, r′) exp[−ik·(r−r′)−iq ·(r+r′)/2]. A

spatially uniform order parameter (q = 0) still has a k dependence. The rotational symmetry of the k dependence is referred
as the PAIRING SYMMETRY. The special case we study here has the s-wave symmetry. High-Tc cuprate superconductors have
the d-wave symmetryΦk,0 ∝ cos kxa−cos kya. More exotic pairing symmetries are possible. See p. 287 of Ref. [2] or Ref. [28].
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Bethe-Salpeter equation can be constructed in the particle-particle channel 4:

T

1′

2′

1

2

= W

1′

2′

1

2

+
ι

ℏ T W

1′

2′

G

G

1

2

, (7.72)

whereW denotes the irreducible electron-electron interaction. For Eq. (7.70): §6.2.3

1 ≡ (k + q, ↑), 2 ≡ (−k, ↓), 1′ ≡ (k′ + q, ↑), 2′ ≡ (−k′, ↓). (7.73)

Tkk′(q) =Wkk′(q)−
1

ℏ2βV
∑
k′′

Wkk′′(q)G(k′′ + q)G(−k′′)Tk′′k′(q). (7.74)

To the lowest order, we approximate:

Wkk′(q) ≈ −g, G ≈ G0. (7.75)

The BS equation can be solved:

T (q) = − g

1 + gχ0
ΦΦ∗(q)

, (7.76)

χ0
ΦΦ∗(q) ≡ −

1

ℏ2βV
〈
∆Φq∆Φ∗

q

〉
0
= − 1

ℏ2βV
∑
k′′

G0(k′′ + q)G0(−k′′). (7.77)

Pair correlation function χ0
ΦΦ∗(q) describes how the pair amplitude of a non-interacting system re-

sponses to an external pairing potential which couples to the system by the action

S∆ =

∫
dτ

∫
dr [Φ∗(rτ)∆(rτ) + Φ(rτ)∆∗(rτ)] . (7.78)

It is the“Lindhard function”for the pair correlation function.

χ0
ΦΦ∗(q, νm) =

1

ℏV
∑
k

1− f
(
ξk+q/2

)
− f

(
ξk−q/2

)
iνm − ξk+q/2 − ξk−q/2

, (4.109)(7.79)

where ξk ≡ (ϵk − µ)/ℏ. Note that νm is the bosonic Matsubara frequency.

χ0
ΦΦ∗(0, 0) ≈ −N1(0)

∫ ℏωD

−ℏωD
dϵ

tanh βϵ
2

2ϵ
≈ −N1(0) ln

(
2eγ

π
ℏβωD

)
FW (51.42), (7.80)

where N1(0) = N(0)/2 is the density of states at the Fermi surface per spin specie.

Long-wavelength expansion For small |q|, AS §6.7.3

χ0
ΦΦ∗(q, 0) ≈ χ0

ΦΦ∗(0, 0) +

[
7ζ(3)

48π2

]
N1(0)(ℏβvF)2 |q|2 . (7.81)

Cooper instability The scattering amplitude diverges when

1

gN1(0)
= ln

(
2eγ

π
ℏβωD

)
. (7.76)(7.82)

It predicts a phase transition at

kBTc =
2eγ

π
ℏωDe−1/N1(0)g ≈ 1.13ℏωDe−1/N1(0)g. (7.83)

Tc is the SUPERCONDUCTING TRANSITION TEMPERATURE.
4The equation can be established by defining the effective action as a functional of the anomalous Green’s function

F(1, 1′) = −
⟨
ψ↑(1)ψ↓(1

′)
⟩
. See §5.2.6 and Ref. [16].
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7.3.3 Mean field theory
Action corresponding to Eq. (7.67) is

S [ψ,ψ∗] =
∑
kσ

ψ∗
kσ (−iℏωn + ℏξk)ψkσ −

g

ℏβV
∑
q

Φ∗
qΦq. (7.84)

Hubbard-Stratonovich transformation For an attractive interaction, we apply Eq. (6.126). The ac-
tion is transformed to

S [ψ,ψ∗,∆,∆∗] =
∑
kσ

ψ∗
kσ (−iℏωn + ℏξk)ψkσ +

1

ℏβV
∑
q

(
Φ∗
q∆q +Φq∆

∗
q

)
+

1

ℏβV
∑
q

1

g
|∆q|2 .

(7.85)
It is converted to a non-interacting electron system coupled to a random pairing field.

Nambu representation For the case of a uniform ∆(rτ) = ∆ ≡ |∆| exp(iφ), we introduce a spinor

Ψk =

[
ψk↑
ψ∗
−k↓

]
. (7.86)

The action can be rewritten as

S∆ [ψ,ψ∗] = −ℏ
∑
k

Ψ†
kG

−1
k Ψk + ℏβV |∆|

2

g
, (7.87)

G −1
k ≡

[
iωn − ξk ∆/ℏ
∆∗/ℏ iωn + ξk

]
, (7.88)

Gk = −⟨ΨkΨ
∗
k⟩ = −

1

ω2
n + ξ2k + |∆/ℏ|2

[
iωn + ξk −∆/ℏ
−∆∗/ℏ iωn − ξk

]
. (7.89)

Anomalous Green’s function is the off-diagonal component of the generalized Green’s function in
the Nambu representation:

G (xτ,x′τ ′) = −
〈
T̂τ

[
Ψ̂ (xτ) Ψ̂† (x′τ ′)

]〉
(7.90)

=


−
〈
T̂τ

[
ψ̂↑ (xτ) ψ̂

†
↑ (x

′τ ′)
]〉

−
〈
T̂τ

[
ψ̂↑ (xτ) ψ̂↓ (x

′τ ′)
]〉

−
〈
T̂τ

[
ψ̂†
↓ (xτ) ψ̂

†
↑ (x

′τ ′)
]〉

−
〈
T̂τ

[
ψ̂†
↓ (xτ) ψ̂↓ (x

′τ ′)
]〉

 . (7.91)

Bogoliubov transformation G −1
k can be diagonalized by a unitary transformation

Ψk =

[
uk v∗k
vk −uk

]
Ψ̃k, (7.92)

|uk|2 + |vk|2 = 1.

It is equivalent to the eigenvalue problem[
ℏξk −∆
−∆∗ −ℏξk

] [
uk
vk

]
= Ek

[
uk
vk

]
. (7.93)

Ek =

√
(ℏξk)2 + |∆|2, (7.94)

uk =

√
1

2

(
1 +

ℏξk
Ek

)
, (7.95)

vk = −

√
1

2

(
1− ℏξk

Ek

)
e−iφ. (7.96)
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With the transformation, the action becomes

S∆ [ψ,ψ∗] =
∑
kσ

ψ̃∗
kσ (−iℏωn + Ek) ψ̃kσ + ℏβV |∆|

2

g
. (7.97)

It describes Fermionic quasi-particles with gapped spectrums Ek. |∆| is called the SUPERCON-
DUCTING GAP.

Partition function can be written as

Z =
1

Z∆0

∫
D [ψ,ψ∗,∆,∆∗] exp

{
− 1

ℏ2βV
∑
q

1

g
|∆q|2 −

1

ℏ
Se [ψ,ψ

∗,∆,∆∗]

}
, (7.98)

Se [ψ,ψ
∗,∆,∆∗] ≡

∑
kσ

ψ∗
kσ (−iℏωn + ℏξk)ψkσ +

1

ℏβV
∑
q

(
Φ∗
q∆q +Φq∆

∗
q

)
, (7.99)

Z∆0 ≡
∫

D [∆,∆∗] exp

[
− 1

ℏ2βV
∑
q

1

g
|∆q|2

]
. (7.100)

• We can integrate out ψ,ψ∗:

Z =
1

Z∆0

∫
D [∆,∆∗] exp

[
− 1

ℏ2βV
∑
q

1

g
|∆q|2

]∫
D [ψ,ψ∗] exp

{
−1

ℏ
Se [ψ,ψ

∗,∆,∆∗]

}
(7.101)

≡ 1

Z∆0

∫
D [∆,∆∗] exp

{
− 1

ℏ2βV
∑
q

1

g
|∆q|2 +W [∆,∆∗]

}
, (7.102)

W [∆,∆∗] ≡ lnZe, (5.7)(7.103)

Ze =

∫
D [ψ,ψ∗] exp

{
−1

ℏ
Se [ψ,ψ

∗,∆,∆∗]

}
. (7.104)

• The Landau functional can be defined as

L =
1

ℏ2β2V
∑
q

1

g
|∆q|2 −

1

β
W [∆,∆∗] . (7.105)

Mean-field approximation is the stationary phase approximation: δL/δ∆∗
q = 0. Differentiating

the Landau functional with respect to a uniform ∆ = ∆q=0/ℏβV , we have

1

g
∆ =

1

βV
∂W [∆,∆∗]

∂∆∗ , (7.106)

∂W [∆,∆∗]

∂∆∗ = − 1

Ze

∫
D [ψ,ψ∗]

Φq=0

ℏ
exp

{
−1

ℏ
Se [ψ,ψ

∗,∆,∆∗]

}
(7.107)

≡ −1

ℏ
⟨Φq=0⟩e =

1

ℏ
∑
k

[Gk]12 ,
(7.89)(7.108)

Therefore, the self-consistent equation for determining ∆ is

1

g
=

1

ℏ2βV
∑
k

1

ω2
n + ξ2k + |∆/ℏ|2

≈ N1(0)

∫ ℏωD

0

dϵ
tanh β

√
ϵ2+∆2

2√
ϵ2 + |∆|2

. (7.109)

• The equation is reduced to Eq. (7.80) when T = Tc, ∆ = 0.
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• It can also determine the temperature dependence of the superconducting gap:

|∆(T )| ≈

∆(0)−
√
2π∆(0)kBTe

−∆(0)/kBT T ≪ Tc

π
[

8
7ζ(3)

]1/2
kBTc

(
1− T

Tc

)1/2
Tc − T ≪ Tc

. FW (51.46)(7.110)

∆(0)

kBTc
= πe−γ ≈ 1.76. FW (51.44)(7.111)

Note that the ratio between the zero-temperature gap and the critical temperature is a
universal constant –a unique prediction of the weak-coupling BCS theory.

Thermodynamic properties The Landau functional with respect to the mean-field uniform ∆ is
the mean-field grand potential Ωs of a superconducting system. According to Eq. (7.97), a su-
perconducting system is equivalent to a non-interacting Fermion system with the dispersion
Eq. (7.94). We thus have

(3.43)

:

Ωs(|∆|)− Ω0

V
=
|∆|2

g
− 4N1(0)

β

∫ ℏωD

0

dϵ

[
ln

1 + e−βE

1 + e−βϵ
+

1

2
β (E − ϵ)

]
, (7.112)

= −N1(0)

[
1

2
|∆|2

(
1 + ln

∣∣∣∣∆(0)

∆

∣∣∣∣2
)

+
4

β

∫ ℏωD

0

dϵ ln
(
1 + e−βE

)
− π2

3β2

]
, FW (51.53)(7.113)

≈

−
N1(0)

2 ∆2(0) + 1
3π

2N1(0) (kBT )
2

T → 0

− 8
7ζ(3)N1(0) (πkBTc)

2 1
2

(
1− T

Tc

)2
T → Tc

, FW (51.54, 63)(7.114)

where E ≡
√
ϵ2 + |∆|2.

• The CRITICAL FIELD of a superconductor is determined by

H2
c

8π
= −Ωs − Ω0

V
. (7.115)

• The specific heat has a jump at the critical point: FW (51.66)[
Cs − Cn

Cn

]
Tc

=
12

7ζ(3)
≈ 1.43. (7.116)

7.3.4 Effective field theory and Anderson-Higgs mechanism
Landau-Ginzburg theory One can construct an effective Landau functional from the microscopic

action. It can then be fitted into the general phase-transition theory presented in §7.1.
We seek for a classical Landau functional in the limit of T → Tc, ∆q → 0:

Local density approximation The zeroth order approximation to the functional is the local
density approximation:

SLDA [∆,∆∗] ≈ ℏβ
∫

dr

[
Ωs (|∆(r)|)− Ω0

V

]
. (7.113)(7.117)

One can then expand the functional to arbitrary orders of |∆(r)|2.
Gradient correction To obtain the gradient correction, we expandW [∆,∆∗] as a power series

of |∆q|2. To the second order:

ℏW [∆,∆∗] ≈ − 1

ℏβV
∑
q

χ0
ΦΦ∗(q) |∆q|2 . (7.77)(7.118)

In the static limit ∆q = ℏβ∆qδνm,0, we apply Eq. (7.81) and obtain

ℏW [∆,∆∗] ≈ N1(0)

V
∑
q

{
ln

(
2eγ

π
ℏβωD

)
−
[
7ζ(3)

48π2

]
(ℏβvF)2 |q|2

}
|∆q|2 . (7.119)
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The gradient correction can then be identified.
Adding the gradient correction to SLDA, we obtain

S [∆,∆∗] ≈ ℏβN1(0)

V
∑
q

{
ln
T

Tc
+

[
7ζ(3)

48π2

]
(ℏβvF)2 |q|2

}
|∆q|2 + . . . (7.120)

≈ ℏβN1(0)

∫
dr

{(
ln
T

Tc

)
|∆(r)|2 +

[
7ζ(3)

48π2

]
(ℏβvF)2 |∇∆(r)|2 + b |∆(r)|4

}
,

(7.121)

where SLDA is expanded to the order of |∆(r)|4, and b can be fixed by Eq. (7.110):

b =

[
7ζ(3)

16π2

]
β2. (7.122)

Landau-Ginzburg functional One defines a“wave function”

F (r) ≡
[
7ζ(3)ρ0
8π2

]1/2
∆(r)

kBTc
. (7.123)

The Landau-Ginzburg functional is defined by

L [F, F ∗] ≡ S [∆,∆∗]

ℏβ
(7.124)

≈
∫

dr

{
ℏ2

4m
|∇F (r)|2 + a

(kBTc)
2

ϵF0

[(
T

Tc
− 1

)
|F (r)|2 + 1

2ρ0
|F (r)|4

]}
, (7.125)

a ≡ 6π2

7ζ(3)
≈ 7.04. (7.126)

In the presence of a magnetic field, the gradient operator should be replaced with ∇ →
∇+ (i2e/ℏc)A because of the gauge symmetry (see next).
Quantum effect is suppressed when T → Tc. This is a result of the diverging coefficients

of the expansion of χ0
ΦΦ∗(q, νm) with respect to νm.

Gauge symmetry With the Nambu representation, the action Eq. (7.85) can be written as

S [ψ,ψ∗,∆,∆∗,A, ϕ] =

∫ ℏβ

0

dτ

∫
dr

[
−ℏΨ†(rτ)Ĝ −1Ψ(rτ) +

|∆(rτ)|2

g

]
, (7.127)

Ĝ −1 =
1

ℏ

[
−ℏ∂τ − 1

2m

(
−iℏ∇+ e

cA
)2 − ieϕ+ µ ∆(rτ)

∆∗(rτ) −ℏ∂τ + 1
2m

(
−iℏ∇− ecA

)2
+ieϕ− µ

]
,

(7.128)

where we couple the system to an Euclidean electromagnetic (EM) field (iϕ,A) 5.

• The action is invariant under a global U(1) gauge transformation

∆(rτ)→ ∆(rτ) eiφ, (7.129)

Ψ(rτ)→ exp
(
i
φ

2
τ̂3

)
Ψ(rτ). (7.130)

As a result, the degenerate states of a superconductor are defined by theU(1) phase angles
of the order parameter. A Goldstone mode is expected.

5Note that in the Euclidean space-time, the scalar component of the electromagnetic field is imaginary.
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• It is also invariant under the local U(1) gauge transformation

∆(rτ)→ ∆(rτ) eiφ(rτ), (7.131)

Ψ(rτ)→ exp

[
i
φ(rτ )

2
τ̂3

]
Ψ(rτ), (7.132)

ϕ(rτ)→ ϕ(rτ)− ℏ
2e
∂τφ(rτ ), (7.133)

A(rτ)→ A(rτ)− ℏc
2e

∇φ(rτ ). (7.134)

• As a result, a superconductor couples to the EM field only through

ϕ̃(rτ) = ϕ(rτ) +
ℏ
2e
∂τφ(rτ ), (7.135)

Ã(rτ) = A(rτ) +
ℏc
2e

∇φ(rτ ). (7.136)

Supercurrent The electric current density is defined by 6

j(rτ) = −c δS

δA(rτ)

∣∣∣∣
A→Ã

=
ieℏ
2m

Ψ†(rτ)
(−→
∇ −

←−
∇
)
Ψ(rτ)− e2

mc
ρ(rτ)Ã(rτ), (7.127)(7.137)

jq = −
eℏ
m

∑
k

(
k +

q

2

)
Ψ†
ke

iωnητ̂3Ψk+q −
e2ρ0
mc

δq,0Ãq. (7.138)

The response of the electric current density to Ã is

js(r) ≡ ⟨j(r)⟩Ã ≈
∫

drK(r − r′)Ã(r′) (7.139)

K(r − r′) ≡ δ

δÃ(r′τ)

(
1

Z

∫
D [ψ,ψ∗] j(rτ)e−S/ℏ

)∣∣∣∣
Ã→0

(7.140)

=

(
1

Z

∫
D [ψ,ψ∗]

[
δj

δÃ
+

1

ℏc
⟨j(rτ)j(r′τ)⟩ − 1

ℏc
⟨j(rτ)⟩ ⟨j(r′τ)⟩

]
e−S/ℏ

)∣∣∣∣
Ã→0

(7.141)

Kq =

[
−e

2 ⟨ρ⟩
mc

δq,0 +
1

ℏ2cβV
⟨(∆jq) (∆j−q)⟩Ã=0 ·

]
, (7.142)

Superfluid density is defined by the response function at q → 0. By applyingWick’s theorem,
we have

Kq→0 = − e2

mc
ρs (7.143)

ρs = ρ0 +
2

3

1

ℏ2βV
∑
k

ℏ2 |k|2

2m
Tr [GkGk] = ρ0 −

4

3

1

βV
∑
k

(µ+ ℏξk)
(ℏωn)2 − E2

k[
(ℏωn)2 + E2

k

]2
(7.144)

= ρ0 −
βµN(0)

3

∫ ∞

0

dϵ
1

cosh2 (βE/2)
≈ ρ0

{
1−

√
2πβ∆(0)e−β∆(0) T → 0

2
(
1− T

Tc

)
T → Tc

. FW (52.34)

(7.145)

The supercurrent response at q → 0 is

js = −
eℏ
2m

ρs

(
∇φ+

2e

ℏc
A

)
. (7.146)

It is analogous to Eq. (7.48). The response is called the JOSEPHSON EFFECT. See §5.2 of
Ref. [21] for a treatment of the effect.

6Note that the equal-time production like Ψ†(rτ)Ψ(rτ) should be properly interpreted: to define the physical current,
ψ∗
↑(↓) should always have a time infinitesimally ahead that of ψ↑(↓).
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Effective action of the Goldstone mode must have a form consistent with all the symmetries of
the original microscopic model, including the local gauge symmetry. In the long-wavelength
limit, we have

SG [φ,A, ϕ] =
1

2

∫
dτ

∫
dr

[
c1

(
1

2
∂τφ+

e

ℏ
ϕ

)2

+ c2

∣∣∣∣12∇φ+
e

ℏc
A

∣∣∣∣2
]
+ . . . (7.147)

=
1

2ℏβV
∑
q

[
c1

∣∣∣∣− iνm
2
φq +

e

ℏ
ϕq

∣∣∣∣2 + c2

∣∣∣∣ i2qφq + e

ℏc
Aq

∣∣∣∣2
]
+ . . . (7.148)

SG can be obtained from S by integrating out all unwanted variables:

SG [φ,A, ϕ] = −ℏ ln
∫

D [|∆| , ψ, ψ∗] exp

{
−S [ψ,ψ∗,∆,∆∗,A, ϕ]

ℏ

}
. (7.149)

The coefficients can be related to correlation functions:

• From Eq. (7.149), we have

c1(q) = (ℏβV)
(
ℏ
e

)2
δ2SG

δϕqδϕ−q
= i

ℏ2

e

δρq
δϕq

=
1

βV
⟨(∆ρq) (∆ρ−q)⟩0 ≡ −ℏ

2χρρ(q), (7.150)

where χρρ(q) is the density correlation function for the superconducting system, and ρq ≡∑
k Ψ

†
ke

iωnητ̂3 τ̂3Ψk+q . In the long-wavelength limit, χρρ(0) ≈ −N(0), we have

c1 ≡ lim
q→0

cq(q) = ℏ2N(0). (7.151)

• Similarly:

c2(q) = (ℏβV)
(
ℏc
e

)2
δ2SG

δAqδA−q
= −

(
ℏ
e

)2

c
δjq
δAq

(7.152)

We have already obtained its long-wavelength limit in Eq. (7.146). Therefore,

c2 ≡ lim
q→0

c2(q) =
ℏ2

m
ρs. (7.153)

Anderson-Higgs mechanism When theGoldstonemode is coupled to amassless (long-range) gauge
field (e.g., the EM field), it disappears and gives rise to a finite mass (short range) to the gauge
field.

• The total action for a superconductor coupled to the EM field is

S [φ,A, ϕ] = SG [φ,A, ϕ] +
1

8π

∫
dτ

∫
dr

[(
∇ϕ− 1

c
∂τA

)2

+ |∇×A|2
]
. (7.154)

• Since the action of the EM field is gauge-invariant, one can preform the gauge transfor-
mation Eq. (7.135,7.136). The resulting action does not depend on φ –the Goldstone mode
disappears!

S
[
Ã, ϕ̃

]
=

1

8π

∫
dτ

∫
dr

[(
∇ϕ̃− 1

c
∂τ Ã

)2

+
∣∣∣∇× Ã

∣∣∣2 + 4πe2

mc2
ρs

∣∣∣Ã∣∣∣2 + 4πe2N(0)
∣∣∣ϕ̃∣∣∣2] .
(7.155)

• We can decompose Ã to the transverse and longitudinal components: Ã = ÃT+ ÃL with
∇ · ÃT = 0 and∇× ÃL = 0.

S
[
Ã, ϕ̃

]
=

1

8π

∫
dτ

∫
dr

[
c−2

(
∂τ Ã

T
)2

+
∣∣∣∇× ÃT

∣∣∣2 + 4πe2

mc2
ρs

∣∣∣ÃT
∣∣∣2]

+
1

8π

∫
dτ

∫
dr

[(
∇ϕ̃− c−1∂τ Ã

L
)2

+
4πe2

mc2
ρs

∣∣∣ÃL
∣∣∣2 + 4πe2N(0)

∣∣∣ϕ̃∣∣∣2] . (7.156)

98



– The transverse component ÃT gains a mass. It will be screened –MEISSNER EFFECT;
– The longitudinal component of ÃL is coupled to the scalar field. After integrating
out ÃL, it gives rise a plasmon-like mode – This is what the Goldstone mode finally
becomes.

Meissner effect The magnetic field must vanish inside the bulk of a superconductor – the
perfect diamagnetism. Differentiating the action with respect to AT , we obtain

∇×B ≡ −∇2AT =
4π

c
js = −

4πe2ρs
mc2

AT =⇒
(
4πe2ρs
mc2

−∇2

)
B(r) = 0. (7.157)

It predicts a PENETRATION DEPTH that is λ = c
(
4πe2ρs/m

)−1/2.

Problems
1. Determine the upper critical dimensions ofϕn, (∇ϕ)

n , andϕ∇nϕ terms in a Landau functional.

2. Determine an expression for the density-correlation function of superconductors [see Eq. (7.150)].
To simplify the calculation, one can assume β∆≫ 1.

(a) Determine the long-wavelength limit χρρ(q = 0, νm).
(b) Determine the expansion of χρρ(q = 0, νm) in the limits of ℏνm ≪ ∆ and ℏνm ≫ ∆,

respectively.
(c) Compare the result with the density response function of a normal system [Eq. (6.85)].

Hint: Mathematica is actually very good in carrying out frequency summations. Use“Sum”
for the summation and“Series”for the expansion.

3. Integrating out either ϕ̃ or ÃL from the action Eq. (7.155). What is the dispersion of the resulting
plasmon-like mode? What is the regime of validity of the result?

4. Stonermagnetism: consider the Hubbardmodel Eq. (1.90). The interaction term can be rewrit-
ten as

ĤU =
U

4

∑
i

(ni↑ + ni↓)
2 − U

∑
i

(Szi )
2
, (7.158)

where Szi ≡ (ni↑ − ni↓)/2. One can neglect the first term. With the remaining term, develop a
mean field theory and obtain its effective Landau-Ginzburg functional. AS §6.7.8
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